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Abstract 

When the Royal Swedish Academy of Sciences awarded part of the 2021 Nobel Prize for Physics 
to Syukuro Manabe they failed to recognize that the climate models used to justify the award were 
invalid. When the CO2 concentration was increased in the 1967 model developed by Manabe and 
Wetherald it created warming as a mathematical artifact of the simplistic steady state energy 
transfer assumptions that they used. The initial temperature increase was then amplified by a sec-
ond artifact, the assumption of a fixed relative humidity distribution that created a water vapor 
feedback. When the CO2 concentration was doubled from 300 to 600 parts per million (ppm), the 
1967 model predicted an increase in equilibrium surface temperature of 2.9 °C for clear sky con-
ditions. The equilibrium temperature increase produced by a CO2 doubling later became known 
as the equilibrium climate sensitivity (ECS). The algorithms used in the 1967 model were incor-
porated into their 1975 global circulation model (GCM). This also had an ECS of 2.9 °C. The 
steady state assumption provided the foundation for the concept of radiative forcing. The water 
vapor feedback became part of a set of feedbacks that were used to adjust the radiative forcings. 
The ECS produced by the 1967 model artifacts provided a benchmark for the temperature in-
creases to be expected in future climate models. The invalid concepts of radiative forcings, feed-
backs and climate sensitivity were accepted by the UN Intergovernmental Panel on Climate 
Change (IPCC) and have been used in all six of the IPCC Climate Assessment Reports. A thermal 
engineering analysis of the interactive, time dependent surface energy transfer processes that de-
termine the surface temperature demonstrates that it is impossible for the observed increase in 
atmospheric CO2 concentration since 1800 to have caused any unequivocal change in surface 
temperature.  
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1. Introduction 

The invalid concepts of radiative forcing, feedbacks and climate sensitivity used by the UN In-
tergovernmental Panel on Climate Change (IPCC) can be traced back to Table 5 of the climate 
modeling paper published by Manabe and Wetherald (1967). Here they claimed that a doubling 
of the CO2 concentration from 300 to 600 ppm would produce an increase in the equilibrium 
surface temperature of the earth of 2.9 °C for clear sky conditions. A closer examination reveals 
that this number was largely a mathematical artifact produced by using a highly simplified one 
dimensional radiative convective (1-D RC) computer model. Manabe and Wetherald (M&W) 
failed to correct the obvious simplification errors in this paper and spent the next eight years 
incorporating the 1967 model algorithms into every unit cell of a highly simplified global circu-
lation model (GCM), Manabe and Wetherald (1975). They also failed to understand that the errors 
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associated with the numerical solution of large numbers of coupled non-linear equations used in 
a GCM could grow over time and seriously compromise the predictive capabilities of such a 
model. These issues were described by Lorenz (1963).  

As funding was reduced for space exploration and later for nuclear programs, there was mission 
creep at various US government agencies. The steady state air column was copied by other mod-
eling groups seeking an alternate source of funding, notably the planetary atmospheres group at 
NASA, Hansen et al (2000). In 1976, the NASA Goddard group copied the 1967 M&W model 
and created warming artifacts for ten other molecules including methane (CH4) and nitrous oxide 
(N2O), Wang et al (1976). Later, Hansen et al (1981) added a simple two layer slab ocean to the 
1967 model. They ignored the wind driven evaporation at the ocean surface and assumed, incor-
rectly, that the ocean could be heated by a small increase in the downward long wave IR (LWIR) 
flux at the surface, Clark and Rörsch (2023). The slab ocean was a flat ocean without wind or 
waves. Hansen et al then tuned this model to simulate a global temperature record from 1880 to 
1980 using a combination of increased CO2 concentration, changes in volcanic aerosol levels and 
variations in the solar flux. The 1981 Hansen et al paper is one of the earliest examples of the use 
of a contrived set of radiative perturbations, later called radiative forcings, to tune an equilibrium 
climate model to match the global average temperature record. 

Hansen et al also ignored the obvious 1940 peak in their global temperature record. They assumed 
that recent warming was caused by the increase in CO2 concentration. In reality, there can be no 
CO2 signal in the global temperature record. The observed warming may be explained as a com-
bination of four factors. First, the dominant term, especially in the early record, is ocean oscilla-
tions, mainly the contribution from the Atlantic Multidecadal Oscillation (AMO), Akasofu 
(2010). Second, there are urban heat islands related to population growth that were not part of the 
earlier record. Third, the mix of urban and rural weather stations used to create the global record 
has changed. Fourth, there are so called ‘homogenization’ adjustments that have been made to the 
raw temperature data. These include the infilling of missing data and adjustments to correct for 
bias related to changes in weather station location and instrumentation. It has been estimated that 
half of the warming in the global record has been created by such adjustments. This has been 
considered in more detail for example by Andrews (2001a; 2017b; and 2017c), D’Aleo and Watts 
(2010), Berger and Sherrington (2022) and O’Neill et al (2022). 

As funding for nuclear programs was reduced, mission creep spread to the Atomic Energy Com-
mission that became part of the US Department of Energy (DOE) in 1977. An extensive report of 
the work on CO2 at DOE was published in 1985 (Riches and Koomanoff, 1985; MacCracken and 
Luther 1985a; 1985b). The issue was how to detect the CO2 signal in the surface air temperature 
record. This work gradually evolved into the Climate Model Intercomparison Project (CMIP) that 
became the major source of climate model results used by the IPCC. Later, in the Third Climate 
Assessment Report published by the UN Intergovernmental Panel on Climate change (IPCC, 
2001) the radiative forcings were split into anthropogenic and natural contributions. This ap-
proach was used to claim that increases in atmospheric greenhouse gas concentrations could cause 
an increase in the frequency and intensity of extreme weather events.  

Manabe and his group failed to recognize and correct the errors in their early climate models. 
They provided the foundation for the radiative forcings, feedbacks and climate sensitivities still 
used in the climate models today, IPCC (2021).   

Section 2 gives a general description of the early development of the equilibrium models. Section 
3 provides a more detailed technical analysis of selected models. Section 4 explains the energy 
transfer processes that determine the surface temperature and the simplification errors introduced 
by the climate models. Section 5 considers climate change over time including the influence of 
ocean oscillations and the limitations of a global mean temperature.  
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2. The Early Development of the Equilibrium Climate Models  

Starting in the early 1960s, Manabe’s group at the US Weather Bureau began the development of 
a GCM for climate prediction. This work is described in four main papers, Manabe and Möller 
(1961), Manabe and Strickler, (1964), Manabe and Wetherald, (1967) and Manabe and Wetherald 
(1975). For convenience these are abbreviated as MM61, MS64, MW67 and MW75. The first 
step was to develop a radiative transfer model that could simulate the atmospheric temperature 
profile. MM61 started with a one dimensional (1-D) radiative equilibrium model. MS64 was a 1-
D radiative convective (1-D RC) model with a fixed absolute humidity profile. MW67 added a 
fixed relative humidity profile to MS64 and MW75 was a ‘highly simplified’ GCM that incorpo-
rated the MW67 algorithms into each unit cell of the larger model.  

2.1 The 1967 Manabe and Wetherald Model 

The set of assumptions used in the MW67 steady state air column model were clearly stated on 
the second page of the paper: 

1) At the top of the atmosphere, the net incoming solar radiation should be equal to the net 
outgoing long wave radiation.  

2) No temperature discontinuity should exist. 
3) Free and forced convection and mixing by the large scale eddies prevent the lapse rate 

from exceeding a critical lapse rate equal to 6.5 °C km-1.  
4) Whenever the lapse rate is subcritical, the condition of local radiative equilibrium is sat-

isfied. 
5) The heat capacity of the earth’s surface is zero. 
6) The atmosphere maintains the given vertical distribution of relative humidity (new re-

quirement). 

The questions that M&W set out to answer were: 

1) How long does it take to reach a state of thermal equilibrium when the atmosphere main-
tains a realistic distribution of relative humidity that is invariant with time? 

2) What is the influence of various factors such as the solar constant, cloudiness, surface 
albedo and the distributions of various atmospheric absorbers on the equilibrium tem-
perature of the atmosphere with a realistic distribution of relative humidity? 

3) What is the equilibrium temperature of the earth’s surface corresponding to realistic 
values of these factors? 

The MW67 model was a mathematical platform for the development of radiative transfer and 
related algorithms that could be incorporated into a larger global circulation model. Given the 
limited spectral data that were available to M&W in 1967, the radiative transfer algorithms were 
quite reasonable. However, a single radiative transfer analysis only provides a snapshot of the 
atmospheric LWIR flux and the rates of heating and cooling for the temperature and species pro-
files specified in the calculation. There were two distinct temperature artifacts in the MW67 cal-
culations. First, the steady state assumption required that the model warm up when the CO2 con-
centration was increased so that the flux balance was restored at the top of the model atmosphere. 
Second, the fixed relative humidity assumption created a water vapor feedback that amplified the 
initial CO2 warming. In addition, the time integration algorithm assumed that the small tempera-
ture changes calculated at each integration step could accumulate over time. 

M&W did not consider the effects of molecular collisions and turbulence in the troposphere. Here, 
the additional photon energy absorbed by the increase in CO2 concentration is transferred to the 
local air parcel as heat. This is then dissipated by wideband LWIR emission that maintains the 
flux balance at TOA. They also neglected the diurnal temperature and humidity variations related 
to the solar heating of the surface. These energy transfer processes are discussed in more detail in 
Section 4. 

The equilibrium or steady state climate model was introduced by Arrhenius (1896), A96. He 
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started with a uniform air volume at a single temperature. He also used a fixed average solar flux, 
a partially reflective blackbody surface with zero heat capacity and imposed an exact flux balance 
at the top of the model atmosphere (TOMA). When the CO2 concentration is increased, there is a 
small increase in the LWIR flux to the surface and a similar decrease in the LWIR emission to 
space within the spectral region of the CO2 emission bands. Arrhenius simply increased the sur-
face temperature to restore the flux balance at TOMA. However, in the real atmosphere, any 
surface temperature changes that might be produced by a change in the atmospheric CO2 concen-
tration are too small to detect in the normal daily and seasonal temperature variations at the sur-
face and in the adjacent turbulent boundary layer, Clark and Rörsch (2023).  

M&W copied the main features of the Arrhenius model and added a 9 or 18 layer radiative transfer 
algorithm. Three molecules were included in the radiative transfer analysis: carbon dioxide, CO2, 
water vapor, H2O and ozone, O3. Both LWIR absorption/emission and shorter wavelength solar 
absorption were calculated. The model was illuminated by a 24-hour average solar flux. The sur-
face was a partially reflective blackbody with zero heat capacity. The magnitude of the lapse rate 
(vertical tropospheric temperature profile) was constrained so that it did not exceed 6.5 °C per 
kilometer. The relative humidity (RH) profile for the air layers was also fixed. The temperatures 
of the surface and air layers were adjusted iteratively until the model reached a steady state in 
which the temperatures were stable and the LWIR flux emitted at TOMA matched the net incom-
ing solar flux. As various model parameters, such as the solar intensity and the surface reflectivity 
were varied, the steady state temperature profile was similar to an average of measured values. 
This was sufficient for M&W to claim that this model could simulate an equilibrium temperature 
of the earth. However, such a temperature is just a mathematical construct, Essex et al (2007). 
There is no steady state air column in the real atmosphere and both turbulent moist convection 
and subsurface thermal storage have to be included in the time dependent surface energy transfer 
analysis. Under clear sky conditions, almost all of the downward LWIR flux from the lower trop-
osphere to the surface originates from within the first 2 km layer. (At an altitude of 2 km, the 
pressure is approximately 800 mbar). Almost half of this flux comes from within the first 100 m 
layer (Clark, 2013a; 2013b; Clark and Rörsch, 2023). 

M&W extended the normal radiative transfer calculation of the LWIR flux to include the rate of 
cooling (or heating) at each level in their model. The net LWIR flux at each level was divided by 
the heat capacity to give the cooling (or heating) rate. This was multiplied by the time step, usually 
set to 8 hours, to derive the change in temperature for each air layer. These small temperature 
changes were then added to the start temperatures and the iteration procedure was repeated for 
the next step. The MW67 model required about a year of iteration time (time step multiplied by 
the number of iterations) to reach steady state (see Fig. 4c). For a CO2 doubling from 280 to 560 
ppm, modern radiative transfer calculations for low to mid latitudes give an initial decrease in the 
tropospheric cooling rate of up to +0.08 K per day, Iacono et al (2008). This is approximately 
+0.027 K per 8-hour time step (see Fig. 21c). These iterative temperature steps decrease as the 
model integration proceeds. In the real atmosphere, such small temperature changes cannot accu-
mulate in the normal daily and seasonal temperature cycles.  

The fixed RH assumption now added a water vapor feedback that amplified the initial CO2 warm-
ing artifact. Relative humidity is defined as a fraction of the saturated water vapor pressure. As 
the temperature increases, the saturated water vapor pressure also increases. This produced an 
increase in the water vapor pressure in the air layers in MW67 even though the RH distribution 
was fixed. The resulting increases in LWIR flux related to the water vapor concentration ampli-
fied the temperature needed to reach the imposed steady state condition in MW67. This water 
vapor feedback led to the 2.9 K (or °C) model result. For a fixed absolute humidity, the corre-
sponding model temperature rise was 1.36 K. In the real atmosphere near the surface there is no 
fixed RH, Clark and Rörsch (2023). At fixed absolute humidity, the changes in temperature over 
the diurnal cycle change the RH. In addition, evaporation changes the absolute humidity (see Fig. 
34). Local conditions also change day by day as different weather systems pass through (see Fig. 
36).  

M&W failed to understand and correct their own errors and went on to incorporate the algorithms 
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from MW67 into every unit cell of the ‘highly simplified’ MW75 GCM. When the atmospheric 
CO2 concentration was doubled in MW75 the average increase in surface temperature was 2.93 
°C. This should be compared to the 2.36 °C increase for average cloudiness conditions in MW67. 
This provided an invalid warming benchmark for the climate models developed by other groups. 
The 1979 Charney Report claimed an increase in temperature of 3 ±1.5 °C for a doubling of the 
CO2 concentration, Charney et al (1979). In addition to model simplifications, there was another 
calculation issue that was introduced in MW75. A GCM requires the solution to large numbers 
of coupled nonlinear equations. Such solutions are unstable and the climate GCMs have limited 
predictive capabilities over the time scales used in climate studies (Lorenz, 1973; 1963). These 
issues were minimized in MW75 because the model was run to a steady state condition over a 2-
year model time period for CO2 concentrations of 300 and 600 ppm.  

2.2 Mission Creep at NASA 

Outside events now intervened. Mission creep at NASA started when funding was reduced sig-
nificantly as the Apollo (moon landing) program ended in 1972. Those modeling planetary at-
mospheres at NASA were told to switch to earth studies, Hansen et al (2000). Melodramatic 
claims about climate change related to runaway greenhouse effects or air pollution were used to 
justify the extension of their radiative transfer studies to the earth’s atmosphere. They did not 
conduct any independent model validation and started to use the steady state air column approach.  

During the 1970s there was a global cooling scare related to the cooling phase of the Atlantic 
Multi-decadal Oscillation (AMO) that was coupled to the weather station record (Akasofu, 2010; 
Douglas, 1975). Ocean cooling was not part of the climate change narrative, so Rasool and 
Schneider (1971) claimed that an increase in aerosol concentration could over-ride any CO2 in-
duced warming and produce atmospheric cooling. If this continued, then it could trigger an Ice 
Age. This was based on the results from a 1-D steady state climate model. At the time, both 
authors were with NASA Goddard.  

Ramanathan (1975) at NASA Langley then claimed a greenhouse effect or a warming for an 
increase in the atmospheric concentration of chlorofluorocarbons (CFCs). When the atmospheric 
CFC concentration was increased in his 1-D model, there was a decrease in LWIR flux at TOMA. 
It was claimed that this perturbed the climate equilibrium state and produced an increase in surface 
temperature. Later, this was recognized as the first use of radiative forcing, Ramaswamy et al 
(2019). The effects of molecular line broadening and surface temperature variations were not 
considered (see Section 4.1). In 1976, a group at NASA Goddard including Hansen, extended the 
MW67 1-D RC model to include another 8 minor species, N2O, CH4, NH3, HNO3, C2H4, SO2, 
CH3Cl and CCl4. They also included the CFCs analyzed by Ramanathan and the original mole-
cules, CO2, H2O and O3 from MW67, Wang et al (1976), H76.  

The slab ocean, the step CO2 doubling and the calculation of a global mean temperature record 
were added to the 1-D RC model calculations by Hansen et al, (1981), H81. They began by tuning 
their model so that a CO2 doubling from 300 to 600 ppm produced an increase in temperature of 
2.8 °C. Then they introduced a slab ocean model with a mixed ocean layer 100 m thick and a 
thermocline layer below this. The surface energy transfer was ignored and only the time delays 
related to the increase in heat capacity were considered. The penetration depth of the LWIR flux 
into the oceans is less than 100 micron, Hale and Querry (1973). Here it is fully coupled to the 
wind driven evaporation or latent heat flux. The large wind driven variations in the latent heat 
flux overwhelm any possible heating effects produced by the increase in LWIR flux related to a 
CO2 doubling, Clark and Rörsch (2023). The slab ocean was a flat ocean without wind or waves.  

The H81 model was then used to calculate changes in surface temperature using a variety of 
forcing agents including greenhouse gases, clouds and aerosols. This was an extension of the 
work started in H76. The step CO2 doubling was then introduced. The CO2 concentration was 
first doubled in the 1-D RC model from 300 to 600 ppm. This produces a small decrease in the 
upward LWIR flux emitted to space at TOA and a small increase in the downward LWIR flux to 
the surface. After a few months, the H81 model stratosphere cooled by ~5 °C and the decrease in 
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LWIR flux at TOA was 3.8 W m-2. The energy gained was used to warm the oceans. Years later, 
the surface temperature increased by 2.8 °C. Of this, 1.2 °C was produced by the increase in CO2 
concentration and the rest was from feedbacks. In reality, all of this is too small to detect in the 
normal daily and seasonal temperature variations near the surface and cannot accumulate over 
time. At present the annual increase in the average CO2 concentration is near 2.4 ppm and the 
change in flux is 0.034 W m-2 per year, Harde (2017). At low pressures and temperatures in the 
stratosphere, there is increased cooling, but any flux changes here are small and do not propagate 
to the surface because of molecular line broadening at lower altitudes.  

Available weather station and related data were combined and averaged into a global mean tem-
perature record. The obvious large peak near 1940 created by the warming phase of the AMO 
was ignored, AMO (2022). The H81 model was ‘tuned’ to simulate the global temperature record. 
A combination of increased CO2, solar variation and volcanic aerosols was used to fit the climate 
model output to the temperature record. The H81 paper is one of the earliest examples of the use 
of a contrived set of radiative perturbations, later called radiative forcings to tune an equilibrium 
climate model to match the global average temperature record.  

A global average temperature is not a good measure of climate. Temperature is an intensive ther-
modynamic property. The temperature sum of two independent thermodynamic systems is simply 
a number, so is the average. A global average temperature is a mathematical construct that has no 
physical meaning. The temperature anomaly obtained by subtracting the mean from a time series 
of global temperatures is just a number series. This is discussed in detail by Essex et al (2007). 
Climate and climate change should be analyzed using a zonal climate approach based on the 
Koppen Geiger or similar classification, Kottek et al (2006). This is considered in more detail in 
Section 5. 

Later, Hansen et al (1984), H84, applied electronic feedback theory to equilibrium climate mod-
eling. The concept of radiative forcing was accepted by the UN Intergovernmental Panel on cli-
mate Change (IPCC) and has been used in all of the IPCC climate assessment reports, 
Ramaswamy (2019). None of the work at NASA was challenged by Manabe’s group. They ac-
cepted the flat ocean model and calculated an ocean warming of 3.2 K in a mixed ocean layer 
produced by a 4x increase in CO2 concentration (Manabe and Stouffer 1979; 1980). 

2.3 The Growth of the Climate Models 

As computer technology improved, the climate models became more complex, but the equilib-
rium climate assumption was still there, hidden in the unit cells of the GCMs. A global average 
planetary energy balance was used instead of the exact flux balance at TOMA in a 1-D model. 
However, the initial decrease in LWIR flux at TOA produced by an increase in greenhouse gas 
concentration still changed the energy balance of the earth, Knutti and Hegerl (2008). A green-
house gas radiative forcing could still heat the oceans. More forcing agents were added to the 
climate models and the changes over time were adapted so that the global average temperature 
record generated by the models matched the one derived from the weather station data. Both are 
just number series that contain almost no information on climate change. More feedback mecha-
nisms were also added so that the models could be tuned to give any desired result. Effective 
radiative forcings were introduced by Hansen et al (2005). These just added additional tuning to 
the climate models. The models were compared to each other using the equilibrium climate sen-
sitivity (ECS) to a CO2 doubling as a benchmark. The MW67 model had an ECS of 2.9 °C for 
clear sky conditions. The H81 model was tuned to an ECS of 2.8 °C. For the Sixth IPCC Climate 
Assessment, AR6 (2021), the ECS range for models in the sixth phase of the Climate Model 
Intercomparison Project (CMIP6) ensemble is from 1.8 to 5.6 °C, Zelinka et al (2020).  

As funding for nuclear programs was reduced, mission creep spread to the Atomic Energy Com-
mission that became part of the US Department of Energy (DOE) in 1977. An important part of 
the DOE climate research program has been model intercomparison. The Program for Climate 
Model Diagnosis and Intercomparison (PCMDI) was established at Lawrence Livermore National 
Laboratory (LLNL) in 1990. One of the early intercomparison efforts was the Atmospheric Model 



Clark: Nobel Prize for Climate Model Errors 

Science of Climate Change https://scienceofclimatechange.org 

 7 

Intercomparison Project (AMIP), Gates (1992). The Coupled Model Intercomparison Program 
(CMIP) started in 1996, Meehl et al (1997). Various phases of this program have been a major 
source of the climate model results used by the IPCC. The CMIP3 model results were used for 
the Fourth IPCC Climate Assessment Report, AR4, (IPCC, 2007: Meehl et al, 2007).  The CMIP5 
results were used for the Fifth IPCC Climate Assessment Report, AR5 (IPCC, 2013; Taylor et al, 
2012) and the CMIP6 results were used for the Sixth IPCC Climate Assessment Report, AR6, 
(IPCC, 2021; Stouffer et al, 2017; Hausfather, 2019).  

There was a significant change in the climate modeling approach that started with the Third IPCC 
Climate Assessment Report, TAR (2001). The time series of radiative forcings used to simulate 
the global mean temperature record was split into natural and anthropogenic forcings. The climate 
models were then rerun to create a separate natural baseline and an anthropogenic contribution to 
the global mean temperature. A vague statistical argument using changes to the normal distribu-
tion (‘bell’ or Gaussian curve) of temperature was then used to claim that the increase in temper-
ature caused by anthropogenic forcings would cause an increase in the frequency and intensity of 
extreme weather events (see Section 3.5). This extreme weather argument has been incorporated 
into all of the later IPCC Climate Assessment Reports (see Figs. 14d through 14g and Sections 
3.5 and 3.6). 

3. Equilibrium Climate Models: A More Detailed Analysis 

3.1 The 1967 Manabe and Wetherald Model (MW67) 

The data from tables 4 and 5 of Manabe and Wetherald’s 1967 paper, MW67, are shown in Figs. 
1a and 1b. The increase in surface temperature for a CO2 doubling from 300 to 600 ppm is claimed 
to be 2.9 K (°C) for clear sky conditions for a fixed RH distribution. The temperatures and the 
temperature changes for a CO2 doubling from 300 to 600 ppm are circled in red.  

 

  

The basic steady state assumptions used by M&W were the same as those used by Arrhenius in 
1896. These included a fixed, average solar flux and a partially reflective blackbody surface with 
zero heat capacity. The effects of advection, evaporation, subsurface thermal storage and ocean 
transport were ignored. The Arrhenius model is illustrated in Fig. 2. (Modern symbols for Stefan’s 

Figure 1: Tables 4 and 5 adapted from MW67 showing the temperatures and temperature 
changes produced by doubling the CO2 concentration from 300 to 600 ppm. 
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constant, σ, and the surface emissivity, ε, are used). Because of the simplifications introduced, 
the surface temperature depends only on the surface emissivity ε and the air column LWIR ab-
sorption β (A96, Eqn. 3). The results obtained by Arrhenius for the average annual temperature 
changes vs. latitude for relative CO2 concentrations of 0.67, 1.5, 2.0, 2.5 and 3.0 are shown in Fig. 
3.  

 

 

The MW67 model configuration for 9 layers is illustrated in Fig. 4a. The incident solar flux at 
TOA for a given model run was fixed. The default was 2 Langley per minute (~1395 W m-2). This 
was converted to a 24 hour average value (see MS64, pp. 367-368). The Langley (Ly) is an older 
unit of heat per unit area, 1 Ly = one calorie or 4.186 Joules per square centimeter. The surface 
was a partially reflective blackbody with zero heat capacity. The outline of the time marching or 
integration procedure is shown in Fig. 4b (MW67, fig.2). Starting from the top right box, the 
radiative transfer calculation was used to determine the changes in temperature for each layer 
during the model time step. This was usually 8 hours. The temperature changes were then added 
to the temperatures at the start of the step. If necessary, the model was forced to maintain the lapse 
rate at 6.5 K km-1. The water vapor concentration was then adjusted for the new temperatures. 
The iteration was repeated until the model reached a steady state where the temperatures were 
stable and the LWIR flux at TOMA matched the net solar flux. The MW67 model required 

Figure 2: The 1896 Arrhenius steady state model. 

Figure 3: Annual average temperature changes vs. latitude for selected CO2 concentrations from 
Arrhenius, 1896, Table VII. 
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approximately one year of iteration time (step time multiplied the number of steps) to reach a 
steady state as shown in Fig. 4c (data from MW67, fig. 6). The computational time was much 
less.  

 

The tropospheric RH distribution used in MW67 was derived in part from the latitude-height 
summer and winter averages shown in Fig. 5a (data from MW67, fig, 1). The derived RH profile, 
h, is shown in Fig. 5b (data from MW67, fig. 3). The linear function for h vs. altitude is given in 
the text box. The default value for the surface RH, h*, is 0.77 (77%). The surface pressure is set 
to 1000 mbar. At low pressures in the stratosphere, the H2O mixing ratio is set to a fixed value of 
3 x 10-6 gm gm-1 air (grams of water vapor per gram of air). The vertical distributions of radiative 
convective temperature for h* values of 0.2, 0.6 and 1.0 (20%, 60% and 100%) are shown in Fig. 
5c (data from MW67, fig. 11). The equilibrium surface temperature increases from approximately 
280 to 300 K as h* increases from 0.2 to 1.0. Under clear sky conditions, almost all of the down-
ward LWIR flux to the surface originates from within the first 2 km layer above the surface (see 
Fig. 19c, below). An altitude of 2 km is close to the 800 mbar level. Approximately half of this 
flux comes from the first 100 m layer closest to the surface. The 2 km or 800 mbar level is indi-
cated by the blue dashed line in Fig. 5. 

 

Figure 4: a) The MW67 model configuration (9 air layers shown) with a fixed average solar flux 
and a partially reflective blackbody surface with zero heat capacity. b) Outline of the ‘time marching 
procedure’ used to drive the MW67 model to a steady state condition where the net solar flux equals 
the LWIR flux at the top of the model atmosphere and the air layer temperatures are stable. c) The 
time required for the model to reach a steady state.  
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Fig. 6a (data from MW67, fig. 8) shows the steady state temperature profiles for selected values 
of the solar constant. The table, inset gives the values for the solar constant in Langley per minute 
and in W m-2 and the corresponding equilibrium surface temperatures (K). Fig. 6b (data from 
MW67, fig. 19) shows the steady state temperature profiles for selected values of the surface 
albedo. The table, inset gives the values for the albedo and the corresponding equilibrium surface 
temperature. The results shown in Figs. 5 and 6 were accepted by M&W as sufficient to validate 
their equilibrium or steady state model.  

Fig. 7 (data from MW67, fig. 16) shows the effect of doubling and halving the atmospheric CO2 
concentration in the MW67 model from 300 ppm. In the troposphere, an increase in CO2 concen-
tration from 300 to 600 ppm produces a slight increase in equilibrium temperature and a decrease 
to 150 ppm produces a slight decrease. At higher levels in the stratosphere, with lower pressures 
and temperatures, an increase in the CO2 concentration produces a decrease in temperature. How-
ever, the downward LWIR flux from the stratosphere is absorbed by the wider molecular lines in 
the troposphere (see Fig. 19) and does not influence the surface temperature. In the real atmos-
phere there is no equilibrium and the changes in the rates of cooling have to be considered, not 
the changes in temperature. At low and mid latitudes, the total tropospheric LWIR cooling rate is 
between -2.0 and -2.5 K per day, Feldman et al (2008). A doubling of the CO2 concentration from 
300 to 600 ppm produces a decrease in the rate of cooling or a slight warming of up to +0.08 K 
per day (see Fig. 21), Iacono et al (2008). This is simply too small to measure in the normal daily 
temperature changes in the lower troposphere and cannot accumulate over time. M&W applied 
their time integration procedure in MW67 without any consideration of the errors involved. The 
fixed RH assumption amplified the initial CO2 induced warming produced by their model. This 
amplification or water vapor feedback was a secondary effect in the model. The fixed RH as-
sumption was made so that the atmospheric temperature profiles generated by MW67 were a 
better match to the average of the measured data compared to steady state model results obtained 
using a fixed absolute humidity as described in MS64.  

 

Figure 5: a) The latitude-height distributions of relative humidity up to 5 km used to determine the 
fixed RH distribution for MW67, b) the relative humidity profile used by MW67 and c) the vertical 
distribution of radiative convective temperature for surface RH (h*) values of 0.2, 0.6 and 1.0 (20%, 
60% and 100% RH). Almost all of the downward LWIR flux from the lower troposphere to the surface 
originates from within the 2 km layer indicated by the dashed blue line. 
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Figure 6: a) Steady state temperature profiles for selected values of the solar flux. The table, inset, 
gives the values of the solar flux in Ly min-1 and W m-2 and the equilibrium surface temperatures. b) 
steady state temperature profiles for selected surface albedos. The table, inset gives the values of the 
albedo and the corresponding equilibrium surface temperatures. The 2 km level is indicated. Under 
clear sky conditions, almost all of the downward LWIR flux to the surface originates from within this 
2 km layer. 

Figure 7: The equilibrium temperature profiles calculated by the MW67 model for atmospheric CO2 
concentrations of 150, 300 and 600 ppm. 
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3.2 The 1975 Manabe and Wetherald Model (MW75) 

M&W spent the next eight years incorporating the algorithms used in the MW67 model into every 
unit cell of a ‘highly simplified’ global circulation climate model (MW75). They used the same 
time integration procedure and the model still required a year of model integration time to reach 
a steady state. This is shown in Fig. 8 (data from MW67, figs. 5 and 3). When the atmospheric 
CO2 concentration was doubled from 300 to 600 ppm in MW75, the average increase in surface 
temperature was 2.93 °C. This should be compared to the 2.36 °C increase for average cloudiness 
conditions in MW67.  

 

 

3.3 Mission Creep: Climate Modeling at NASA 

The planetary atmospheres group at NASA started to transition to the analysis of the earth’s cli-
mate as the Apollo (moon landing) program ended in 1972 (Hansen, 2000; Rasool and Schneider, 
1971; Wang and Domoto 1974; Ramanathan, 1975). In 1976 they added 10 minor species to the 
MW67 model, Wang et al (1976), H76. Their results are summarized in Fig. 9, from H76, table 
3. Separate calculations were run for fixed cloud top temperature and fixed cloud top altitude. All 
of the temperature changes were created by the MW67 model assumptions.  

 

Figure 8: a) The warming generated by a CO2 doubling in MW75 and b) the time to reach model 
equilibrium. 
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Later, in H81 Hansen et al (1981) added a slab ocean model, the step CO2 doubling and the cal-
culation of a global mean temperature record to the MW67 model calculations. First, they tuned 
their model so that a doubling of the CO2 concentration from 300 to 600 ppm produced an increase 
in equilibrium surface temperature of 2.8 °C. This is shown in Fig. 10a (H81, table1). Model 
configuration number 4 was selected. Next, they added a two layer slab ocean to the MW67 
model. This added heat capacity and a time delay, but the surface energy transfer, particularly the 
wind driven evaporation or latent heat flux was ignored. This was a flat ocean model without 
wind or waves. The calculated increase in temperature produced by increasing the CO2 concen-
tration in H81 for various slab ocean configurations is shown in Fig. 10b (data from H81, fig. 1). 
The equilibrium temperature changes produced by various radiative perturbations were then con-
sidered as shown in Fig. 10c (data from H81, fig. 2). This was a continuation of H76 that included 
cooling from clouds and aerosols as well as warming from greenhouse gases. Next, the step CO2 
doubling was introduced. These are the flux and temperature changes produced by the H81 model 
when the CO2 concentration is first doubled from 300 to 600 ppm and the model is then allowed 
to return to a steady state. This is shown in Fig. 10d (data from H81, fig. 4). The global tempera-
ture record used in H81 is shown in Fig. 10e (adapted from H81 fig. 3). The increase in CO2 
concentration, Keeling (2023) has been added for reference. The 1940 peak produced by the 
warming phase of the AMO is indicated. The authors of H81 now claimed that they could simulate 
this global temperature record using a combination of warming from an increase in atmospheric 
CO2 concentration, changes in solar flux and cooling produced by volcanic aerosols. This is 
shown in Fig. 10f (adapted from H81, figure 5). The 1940 AMO peak in Fig. 10f is indicated with 
a red asterisk. 

Figure 9: Calculated changes in equilibrium surface temperature obtained by using the H76 1-D RC 
model with changes in species concentration as shown. Separate calculations were run for fixed cloud 
top temperature and fixed cloud top altitude (data from H76, Table 3). 
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Figure 10: The foundation of the pseudoscience of radiative forcings, feedbacks and climate sensitiv-
ity established by H81. The 1940 AMO peak in the global mean temperature record from e) is indi-
cated by an asterisk in f). 
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The radiative perturbations used in H81 were later called radiative forcings.  They have been used 
to explain climate change in all of the IPCC Climate Assessment Reports (Ramaswamy, 2019). 

None of the work at NASA was challenged by Manabe’s group. They accepted the slab ocean 
model and calculated the ocean heating in a mixed ocean layer produced by a 4x increase in CO2 
concentration using a simplified GCM, Manabe and Stouffer (1979; 1980). They obtained an 
increase in ocean temperature of 3.2 °C. This is illustrated in Fig. 11 (data from Manabe and 
Stouffer, 1980, fig. 6).  

 

The climate models use radiative transfer algorithms to calculate rates of LWIR cooling and solar 
heating that are integrated over time to determine the changes in temperature in the model. The 
calculation of the LWIR rates of cooling was discussed by various authors including Plass (1956a) 
for CO2 only, Manabe and Strickler (1964), Stone and Manabe (1968) and Ackerman (1979). 
Most of this work was focused on the total LWIR cooling rate. More recent work by Feldman et 
al (2008) for a tropical model atmosphere gives a tropospheric cooling rate between -2.0 and -2.5 
°C per day (see Fig. 21a). Ackerman provided both total cooling rates for mid latitude summer 
conditions and the change in cooling rates produced by a doubling of the CO2 concentration from 
300 to 600 ppm. The total cooling rates are shown in Fig. 12a (data from Ackerman, fig. 3a). 
They are similar to those published by Feldman et al. The 800 mbar level at approximately 2 km 
is indicated by the blue dotted line. Almost all of the downward LWIR flux from the lower trop-
osphere to the surface originates from below this 2 km level. The maximum change in tropo-
spheric cooling rate for a doubling of the CO2 concentration from 300 to 600 ppm is near +0.08 
°C per day. This is shown in Fig. 12b and on a larger scale in the inset, Fig. 12c (data from 
Ackerman, fig. 3b). The changes in tropospheric cooling rates are similar to those given by Iacono 
et al (2008) (see Fig. 21c). These are too small to detect in the normal diurnal and seasonal vari-
ations of the surface and near surface boundary layer temperatures. At a lapse rate of -6.5 °C km-

1, an increase in temperature of +0.08 °C is produced by a decrease in altitude near 12 meters. 
This is equivalent to riding an elevator down 4 floors.  

Figure 11: Ocean warming produced by a 4x increase in CO2 concentration. (Data from fig. 6, 
Manabe and Stouffer, 1980). 
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In H84, Hansen et al (1984) applied electronic feedback theory to climate modeling and the con-
cept of climate sensitivity. They assumed that the amplification created by the fixed relative hu-
midity assumption introduced in MW67 was real. Other feedbacks related to cloud cover and 
snow/ice extent were also included. When the flux balance at TOA was perturbed by a CO2 dou-
bling or a 2% increase in solar flux, their GCM would respond and restore the flux balance at 
TOA by adjusting the surface and air temperatures. The feedbacks altered the temperature re-
sponse needed to achieve this energy balance. They also assumed that the planetary average 
LWIR flux emitted to space defined an effective emission temperature. In reality, there is no 
global average temperature, nor is there an effective emission temperature, Essex et al (2007). 
This is discussed in more detail in Section 5.3.  

3.4 From 1-D RC Models to Coupled GCMs 

As computer technology improved, the 1-D RC model was replaced by larger atmospheric GCMs 
and later by coupled atmosphere-ocean GCMs. The exact flux balance at TOMA in the 1-D mod-
els was replaced by an average planetary flux balance. However, the fundamental equilibrium 
assumption, that an increase in greenhouse gas forcings perturbed the planetary energy balance 
did not change, Knutti and Hegerl (2008). The surface temperature had to warm to restore the 
planetary flux balance. Furthermore, the initial change in LWIR flux was still amplified by a water 
vapor feedback. In addition, the ocean was warmed by the increase in downward CO2 LWIR flux 
to the surface.  

In 1979 there were only two modeling groups that provided GCM data for the Charney Report 
(1979). By 1995, 18 coupled climate models were available from seven different countries, Meehl 
et al (1997). In 2019 there were 49 modeling groups with approximately 100 different models 
involved in CMIP6 generating data to be incorporated into the Sixth IPCC Climate Assessment, 
Hausfather (2019). All of these models used the same basic approach established by MW67 and 
H81.  

The radiative forcings, the climate model simulation of the global mean temperature record and 
the equilibrium climate sensitivities (ECS) published in each of the IPCC Climate Assessment 
Reports are shown in Figs. 13, 14 and 15 (IPCC, 2021; 2013; 2007; 2001; 1995; 1990). The 
simulation from H81 (fig. 5) is also shown in Fig. 14a. The 1940 AMO peak in the global mean 
temperature record is indicated by a red asterisk. The ECSs vary from approximately 2 to 5 °C 
and are indicators of the differences in the model parameters such as feedbacks that are used to 

Figure 12: a) LWIR cooling rates for atmospheric CO2 concentrations of 300 and 600 ppm, b) the 
change in these cooling rates produced by the doubling of the CO2 concentration from 300 to 600 
ppm and c) change in tropospheric cooling rates on an enlarged scale. Data from Ackerman (1979). 



Clark: Nobel Prize for Climate Model Errors 

Science of Climate Change https://scienceofclimatechange.org 

 17 

tune the models to match the global mean temperature record. The IPCC uses FAR, SAR and 
TAR to denote the First, Second and Third Assessment Reports, then changed to AR4, AR5 and 
AR6 for the later reports. AR1, AR2 and AR3 labels are also included on Figs A14, A15 and A16. 
The ocean oscillations such as the AMO are produced by a natural imbalance between the solar 
heating and the wind driven cooling within the ocean gyre circulation.  

 

 

 

Figure 13: The time series of the radiative forcings (W m-2) from the six IPCC climate assessment 
reports. For the Third AR, the source is Tett et al (2000). This is given as one of the sources of TAR 
Figure 12.7. 
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Figure 14: Climate model simulations of the global mean temperature record from H81 to AR6. Start-
ing with the TAR in 2001, the radiative forcings were split into natural and anthropogenic causes 
with separate contributions to the global mean temperature record. The 1940 AMO peak is indicated 
with a red asterisk. 
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3.5 Anthropogenic Radiative Forcing and Extreme Weather Attribution 

Starting with the Third IPCC Climate Assessment Report (2001), the time series of radiative forc-
ings was split into ‘natural’ and ‘anthropogenic’ forcings as shown in Fig. 16a, Tett et al (2000). 
Three different climate model configurations were used. The first was a natural baseline, run using 
just the solar and volcanic forcings agents. The second was the anthropogenic contribution, run 
with a combination of well mixed greenhouse gases, changes in stratospheric and tropospheric 
ozone and the direct and indirect effects of sulfate aerosols. The third was a combined run with 
both sets of forcings.  The results for these model configurations are shown in Figs 16b, 16c and 
16d. The statistical argument used to link an increase in anthropogenic forcings to an increase in 
the intensity and frequency of extreme weather events shown in Fig. 16e. It is based on changes 
in the mean and variance of the normal distribution of temperature.  Little has changed since 2001.  
A good example is the annual supplement to the Bulletin of the American Meteorological Society 
‘Explaining Extreme Events of [Year] from a Climate Perspective’, Herring et al (2022). The 
series has been published annually since 2012. The BAMS publication guidelines state:  

Figure 15: The equilibrium climate sensitivities (ECS) for various climate models from the six IPCC 
reports. The sources are indicated in the figures.  
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Each paper will start with a 30 word capsule summary that includes, if possible, how 
anthropogenic climate change contributed to the magnitude and/or likelihood of the 
event.  

The CMIP5 and CMIP6 model ensembles and other climate models have been used without ques-
tion to explain the observed extreme weather events for the year of interest. Natural climate 
changes related, for example to ocean oscillations and blocking high pressure systems have to be 
‘enhanced’ by radiative forcings. The same approach using natural and anthropogenic forcings 
was used in the Sixth IPCC Climate Assessment Report (2021) as shown in Fig. 17. 

 

 

 

3.6 Radiative Forcings, Feedbacks and Climate Sensitivity in AR6 

The introduction to Chapter 7 of the Working Group 1 Report in the latest UN Intergovernmental 
Panel on Climate Change (IPCC), Climate Assessment, AR6, WG1 (2021) ‘The Earth’s energy 
budget, climate feedbacks, and climate sensitivity’ starts:  

Figure 16: The radiative forcings used by the climate models to simulate the global mean temperature 
record shown in a) are separated into natural and anthropogenic sources. The climate models are 
rerun using the natural forcings to establish a ‘natural’ baseline b) and the anthropogenic forcings 
c) to show the ‘human caused’ warming. A vague statistical argument e) is used to claim that the 
anthropogenic warming caused an increase in the frequency and intensity of ‘extreme weather 
events’. 
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This chapter assesses the present state of knowledge of Earth’s energy budget, that is, the 
main flows of energy into and out of the Earth system, and how these energy flows govern 
the climate response to a radiative forcing. Changes in atmospheric composition and land 
use, like those caused by anthropogenic greenhouse gas emissions and emissions of aer-
osols and their precursors, affect climate through perturbations to Earth’s top-of-atmos-
phere energy budget. The effective radiative forcings (ERFs) quantify these perturba-
tions, including any consequent adjustment to the climate system (but excluding surface 
temperature response). How the climate system responds to a given forcing is determined 
by climate feedbacks associated with physical, biogeophysical and biogeochemical pro-
cesses. These feedback processes are assessed, as are useful measures of global climate 
response, namely equilibrium climate sensitivity (ECS) and the transient climate response 
(TCR).  

The time series of the radiative forcings used in the AR6 CMIP6 models and the related temper-
ature changes are shown in Figs. 17a and 17b. The comparison to the global temperature record 
is shown in Fig. 17c. The attribution to human causes obtained by dividing the radiative forcings 
into ‘natural’ and ‘human causes’ is shown in Fig. 17d. The real causes of the observed tempera-
ture changes are shown in Fig. 17e. They are a combination of ocean temperature changes, urban 
heat island effects, changes to the rural/urban mix in the weather station averages and various 
‘adjustments’ used to ‘homogenize’ the temperature data. It has been estimated that half of the 
warming in the ‘global record’ has been created by such adjustments. See for example, Andrews 
(2001a; 2017b; and 2017c), D’Aleo and Watts (2010), Berger and Sherrington (2022) and O’Neill 
et al (2022). The dominant terms in the ocean temperature contribution are the AMO (2022) and 
a linear temperature recovery from the Little Ice Age (LIA), Akasofu (2010). Further details are 
given in Section 4.5 (see Figs. 38 and 40). The climate models are simply ‘tuned’ to match the 
global temperature record. The ‘tuned’ models are then used to simulate the increase in global 
average temperature produced by a doubling of the CO2 concentration. This gives the climate 
sensitivities shown in Fig. 17f (repeated from Fig. 15f).  

There has been an extensive discussion in the literature over the magnitude of the climate sensi-
tivity and the related feedbacks. (Lewis and Curry, 2018; Monckton, 2008; Soden and Held, 2006; 
Terando et al, 2020; Zelinka et al, 2020). These issues may be resolved by examining the time 
dependent energy transfer processes that contribute to the surface temperature. Climate energy 
transfer will now be considered in more detail in Section 4. 
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4. Climate Energy Transfer 

Since 1800, the atmospheric concentration of CO2 has increased by approximately 140 ppm, from 
280 to 420 ppm, Keeling (2023). This has produced a decrease near 2 W m-2 in the LWIR flux 
emitted to space at TOA within the spectral range of the CO2 emission bands. There has also been 
a similar increase in the downward LWIR flux from the lower troposphere to the surface, Harde 
(2017). For a CO2 doubling from 280 to 560 ppm, the decrease in the outgoing longwave radiation 
(OLR) is estimated to be 3.7 W m-2, IPCC (2013). At present, the average annual increase in CO2 
concentration is near 2.4 ppm. This produces an increase in the downward LWIR flux to the 
surface of approximately 0.034 W m-2 per year. The changes in CO2 concentration are shown in 
Fig. 18a and the changes in total flux are shown in Fig. 18b. More detailed calculations of the 
change in flux at TOA produced by increases in the atmospheric concentration of H2O, CO2, O3, 
N2O and CH4 have been provided by Wijngaarden and Happer (2022). 

 

Figure 17: The attribution process from the CMIP6 model ensemble used in AR6. a) time dependence 
of the radiative forcings and b) time dependence of the temperature changes derived from a), c) 
‘tuned’ temperature record using a set of radiative forcings to simulate the global mean temperature 
record, d) separate sets of forcings are used to calculate ‘human’ and ‘natural’ temperature records, 
e) the contributions of the AMO, UHI etc. to the global mean climate record, f) the invalid equilibrium 
climate sensitivity (ECS) estimated from the CMIP6 models (IPCC AR6, WG1, figures 2.10, 7.8, 3.4b 
and FAQ 3.1 Fig. 1, ECS data from Table 7.SM.5) 
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In a non-equilibrium system, a change in flux produces a change in the rate of heating or cooling 
of a thermal reservoir. A change in temperature has to be determined by taking the change in heat 
content or enthalpy of the thermal reservoir of interest over a given time period and dividing this 
by the local heat capacity, Clark (2013a; 2013b). In addition to the LWIR flux, the solar heating, 
the evapotranspiration (moist convection) and the subsurface thermal transport are all coupled to 
the surface thermal reservoir and must be included in the analysis of the surface temperature. 
There may also be significant daily and seasonal time delays or phase shifts between the peak 
solar flux and the temperature response, Clark (2023). The energy transfer processes at the land-
air and ocean-air interfaces are different and have to be considered separately. 

Convection is also a mass transport process that is coupled to the gravitational field and the rota-
tion of the earth. These interactions result in the formation of the Hadley, Ferrell and polar cell 
convective structure, the trade winds and the ocean gyre circulation. This is the source of the 
earth’s weather patterns. In the troposphere, vertical motion changes the temperature of an air 
parcel by air compression/expansion (see Section 4.6). This process is fully coupled to the air 
parcel cooling produced by the net LWIR emission.  

The IPCC assumes that the decrease in LWIR flux at TOA produced by an increase in atmospheric 
greenhouse gas concentration changes the energy balance of the earth and that the surface tem-
perature increases until the energy balance at TOA is restored. In addition, it is assumed that the 
initial increase in temperature produces an increase in water vapor concentration that the amplifies 
the temperature response. Other effects, such as an increase in aerosol concentration may increase 
the solar flux reflected back to space and produce surface cooling. Changes in flux at TOA are 
called radiative forcings, Ramaswamy et al (2019). An elaborate scheme of forcings and feed-
backs is used in the coupled atmosphere-ocean climate models to simulate climate change. This 
approach is illustrated above in Figs. 13 and 14. However, when the time dependent energy trans-
fer processes that determine the surface temperature are considered, a very different picture 
emerges. This has been discussed in detail by Clark and Rörsch (2023). There are five parts to 
this analysis. 

1) The LWIR flux in the atmosphere consists of many thousands of overlapping molecular lines. 
The line intensity depends on the molecular concentration and the temperature. The linewidth is 
influenced by molecular collisions. The lines are wider and more intense at lower altitudes. Al-
most all of the downward greenhouse gas LWIR flux from the atmosphere to the surface is emitted 
from within the lowest 2 km layer of the troposphere. When the atmospheric greenhouse gas 
concentration is increased, any additional heat released into the troposphere is decoupled from 
the surface by a combination of molecular line broadening and turbulent convection. 

2) There is no thermal equilibrium or steady state, so a change in flux has to be interpreted as a 
change in the rate of cooling (or heating) of a set of coupled thermal reservoirs. In the troposphere, 
at low to mid latitudes, a doubling of the CO2 concentration from 300 to 600 ppm produces a 

Figure 18: a) The measured increase in atmospheric CO2 concentration from 1800 (Keeling curve) 
and b) calculated changes in atmospheric LWIR flux produced by an increase in atmospheric CO2 
concentration from 0 to 760 ppm. Data from table 1, Harde (2017).  
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maximum decrease in the LWIR cooling rate, or a slight warming of +0.08 °C per day. When this 
is combined with the normal daily and seasonal variations in surface temperature, any temperature 
increases from a CO2 doubling are too small to detect.   

3) Over the oceans, the penetration depth of the LWIR radiation is less than 100 micron (0.004 
inches). The wind driven evaporation removes water molecules from the surface. The net LWIR 
cooling flux and the latent heat flux are combined in a thin surface layer. The cooler water pro-
duced in this layer sinks and is replaced by warmer water from the bulk ocean below. Within the 
±30° latitude bands, the annual average long term latent heat flux is at least 100 W m-2. The 
average annual increase in atmospheric CO2 concentration is currently near 2.4 ppm per year. 
This produces a decrease in the net LWIR cooling flux of approximately 0.034 W m-2 yr-1. This 
is too small to have any measurable effect on ocean temperatures.   

4) Over land, almost all of the absorbed solar flux is dissipated within the same diurnal cycle in 
which it is received. Heat is removed from the surface by convection during the day when the 
surface is warmer than the air layer above. There is a convection transition temperature each 
evening when the convection stops and the surface continues to cool more slowly by net LWIR 
emission. This transition temperature is reset each day by the local weather system passing 
through. A decrease in net LWIR cooling flux of approximately 0.034 W m-2 yr-1 is too small to 
produce a detectable change in surface temperature variation associated with this transition tem-
perature. 

5) The IPCC claims that a series of radiative forcings can be used to explain the observed global 
mean temperature record. Consideration of the time dependent energy transfer processes that de-
termine the surface temperature and the averaging process used to determine the global tempera-
ture record provide an alternative explanation. The well-known quasi-periodic oscillations in 
ocean surface temperature are coupled to the land based weather station record by weather sys-
tems that form over the oceans and move over land. This coupling is produced by changes to the 
convection transition temperature in the diurnal temperature cycle. In addition, urban heat island 
effects have increased as urban areas have grown in size. Changes to the mix of urban and rural 
weather stations used to determine the global average temperature have also added bias to the 
record. The process of homogenization used to adjust the raw temperature data may also add 
warming.  

These areas will now be considered in more detail. 

4.1 Radiative Forcing by Greenhouse Gases does not Change the Radiation Balance of 
the Earth 

When the atmospheric concentration of a greenhouse gas is increased, there is a decrease in the 
LWIR flux emitted to space at TOA, within the spectral region of the absorption/emission band 
specific to each greenhouse gas considered, Wijngaarden and Happer (2022). A change in flux at 
TOA is considered to be a radiative forcing that changes the radiation balance of the earth (see 
Section 3.6). Other radiative forcings, such as changes in aerosol concentration may increase the 
reflected solar flux at TOA and produce cooling. It is then assumed that the surface temperature 
adjusts to restore the flux balance at TOA, Knutti and Hegerl (2008). The IPCC also assumes that 
there is a linear relationship between the radiative forcing ΔF and the surface temperature re-
sponse ΔT (IPCC, 2021; Ramaswamy, 2019). The change flux at TOA, ΔN is given by: 

     ΔN = ΔF +αΔT     (1) 

Here α is a net feedback parameter. The initial forcing, ΔF is reduced by the surface temperature 
response.  

The concept of radiative forcing by greenhouse gases was first introduced by Ramanathan, (1975) 
for a 1-D RC steady state model. It is a mathematical construct based on conservation of energy 
applied to an equilibrium average climate state. The secondary energy transfer processes that oc-
cur after the initial photon absorption by the greenhouse gas molecules were not considered. The 
excited molecular vibration-rotation states formed by IR photon absorption are rapidly quenched 
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by molecular collisions and the photon energy is transferred to the local air parcel as heat. The 
small amount of additional heat released at each level in the troposphere is then dissipated by a 
combination of wideband LWIR emission and local turbulence. The downward transfer of energy 
by LWIR emission is limited by the increase in linewidth with decreasing altitude. The initial 
wavelength specific decrease in LWIR flux at TOA is converted to wideband LWIR emission 
back to space at TOA. Any change to the energy balance of the earth is insignificant.  

The atmospheric LWIR flux consists of IR emission and absorption from many overlapping lines 
(Clark and Rörsch, 2023; Wijngaarden and Happer, 2022). Each line is a specific transition be-
tween two molecular rotation-vibration states. The lines are broadened by molecular collisions. 
The collision frequency in the troposphere is >109. The increase in linewidth associated with the 
decrease in excited state lifetime by molecular collisions is a consequence of the Heisenberg Un-
certainty Principle applied to energy and time, Messiah (1999). Near the surface within the main 
absorption emission bands, the lines overlap and merge into a quasi-continuum. At higher alti-
tudes, these lines become narrower as the temperature and pressure decrease. Some of the upward 
LWIR flux can pass through the gaps between these narrower lines above and continue to space 
without additional absorption/emission. The downward flux is absorbed by the wider lines below. 
This is illustrated schematically in Fig. 19a for a single line and in Fig. 19b for a group of lines in 
the 590 to 600 cm-1 region. Almost all of the downward LWIR flux that reaches the surface orig-
inates from within the first 2 km layer of the troposphere. Approximately half of this downward 
flux originates from the first 100 m layer. This is shown in Fig. 19c.  

 

 

Fig. 20a illustrates the energy transfer processes for an air parcel in the troposphere (within the 

Figure 19: a) Transition from absorption-emission to free photon flux as the linewidth decreases with 
altitude. Single H2O line near 231 cm-1. b) Linewidths for H2O and CO2 lines in the 590 to 600 cm-1 
spectral region for altitudes of 0, 5 and 10 km. c) Cumulative fraction of the downward flux at the 
surface vs. altitude for surface temperatures of 272 and 300 K, each with 20 and 70% relative hu-
midity (RH). Almost all of the downward flux reaching the surface originates from within the first 2 
km layer. Approximately half originates from within the first 100 m layer above the surface. 
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plane parallel atmosphere approximation). The air parcel is emitting LWIR radiation upwards and 
downwards at the local air temperature. It is also absorbing part of the upward LWIR flux from 
below and the downward LWIR flux from above. There may also be some direct heating produced 
by the absorption of near IR (NIR) solar radiation by the water vapor overtone bands. The air 
parcel is also in a turbulent convective flow field. Vertical motion changes the temperature of the 
air parcel at the local lapse rate. As the air parcel cools during convective ascent, internal molec-
ular energy is converted to gravitational potential energy. Fig. 20b illustrates the dissipation of 
the radiative forcing in the troposphere produced by an increase in the atmospheric CO2 concen-
tration. The small amount of additional heat that is produced by increased absorption at each level 
is initially coupled to the local air parcel.  It is dissipated and radiated back to space at TOA as 
wideband LWIR emission, mainly by the water bands.  

 

4.2 The LWIR Cooling Rate and the LWIR Surface Exchange Energy 

When the atmospheric concentration of a greenhouse gas is increased, the decrease in LWIR flux 
at TOA is produced by small changes in emission at many different levels in the atmosphere. The 
emission from each level is modified by the absorption and emission of the levels above. In order 
to understand the atmospheric heating effects of a CO2 doubling, the change in net LWIR flux 
has to be calculated at each level in the atmosphere and converted to a change in the rate of cooling 
by dividing by the heat capacity of the local air parcel. The total (10 to 3250 cm-1) and spectral 
band average LWIR cooling rates for a tropical atmosphere are shown in Fig. 21a, Feldman et al 
(2008). The LWIR cooling rate for most of the troposphere at low latitudes is in the range 2 to 
2.5 K per day. 

The change in the rate of LWIR cooling in the atmosphere at mid latitudes produced by a doubling 
of the CO2 concentration is shown in Fig. 21b, Iacono et al. (2008). In the stratosphere, there is a 
maximum change in the cooling rate of -3 K per day at an altitude of approximately 50 km with 
a pressure near 1 mbar and a temperature near 270 K. Because of the low pressure, the heat ca-
pacity of the air is also low, about 1.2 J m-3 K-1. Therefore, the change in local net LWIR flux 
needed to produce a cooling rate of -3 K per day is approximately 40 μW m-3. In addition, this 
cooling is decoupled from lower altitudes by molecular line broadening (see Fig. 19). Fig. 21c 

Figure 20: a) The energy transfer processes for a local tropospheric air parcel (in a plane-parallel 
atmosphere) and b) the dissipation of the absorbed heat from a ‘CO2 doubling’ by the normal tropo-
spheric energy transfer processes (schematic). The wavelength specific increase in absorption in the 
CO2 P and R bands is dissipated as small changes in broadband LWIR emission and gravitational 
potential energy. 
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shows change in cooling rate for the troposphere on an enlarged scale. Here, the maximum change 
is +0.08 K per day at an altitude of 2 km. The required change in net LWIR flux is approximately 
900 μW m-3. At a lapse rate of -6.5 K km-1, a daily change in temperature of +0.08 K requires a 
decrease in altitude of 12 meters. This is equivalent to riding an elevator down four floors. Similar 
results were obtained by Ackerman (1979), (see Fig 12).  

 

Fig. 22 shows the vertical velocity profile up to 2 km altitude in the turbulent surface boundary 
layer. This is from Doppler heterodyne LIDAR measurements recorded over 10 hours at the École 
Polytechnique, south of Paris, July 10th 2005, Gibert et al (2007). The change in vertical velocity 
is ±2 m s-1. For a vertical velocity of 1 m s-1 and a lapse rate of -6.5 K km-1, an air parcel will cool 
by 6.5 K in 1000 seconds or about 17 minutes as it ascends to an altitude of 1 km. The short term 
cooling rate is -0.4 K per minute. This is much larger than any changes in the cooling rate pro-
duced by a CO2 doubling as shown in Fig. 21c. Here the maximum decrease in the cooling rate is 
+0.08 K per day. In signal processing terms, the noise produced by the normal temperature vari-
ations in the surface boundary layer is sufficiently large that any temperature signal related to a 
CO2 doubling is well below the detection limit.  The increase in CO2 concentration from 1880 to 
the present is near 140 ppm.  In this case, the decrease in the LWIR cooling rate is near +0.04 K 
per day, which is also well below the detection limit. 

 

Figure 21: a) Total (10 to 3250 cm-1) and band-averaged IR cooling rate profiles for the Tropical 
Model Atmosphere on a log-pressure scale, b) the change in atmospheric cooling rates produced by 
a CO2 doubling from 287 to 574 ppm at mid latitude and c) the change in tropospheric cooling rates 
from b) on an enlarged scale. 

Figure 22: Vertical velocity profile in the turbulent boundary layer recorded over 10 hours at the 
École Polytechnique, south of Paris, July 10th, 2005, using Doppler heterodyne LIDAR. Data adapted 
from Gibert (2007), fig.6. 
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The basic assumption of a perturbation by a radiative forcing as introduced by Ramanathan (1975) 
is invalid.  

The implications of Eq. 3 for the global climate can be examined by invoking the global 
energy balance condition which states that on a global average the incoming net solar 
radiation should be in balance with F [the net LWIR flux emitted to space]. Since the net 
incoming solar radiation would not change with the addition of chlorofluorocarbons, the 
energy balance condition implies that F has to be the same for the perturbed and the 
unperturbed atmosphere.    Ramamathan, 1975 

He simply accepted the invalid equilibrium climate assumption and did not conduct any detailed 
energy transfer analysis. The heat released by the initial greenhouse gas radiative forcing or de-
crease in LWIR flux at TOA is radiated back to space at TOA as wideband LWIR emission (see 
Fig. 20b). There is no significant change to the energy balance of the earth. Any tropospheric 
heating effects are too small to be detected in the turbulent boundary layer near the surface. There 
is no accumulation of heat over time. 

The downward LWIR flux from the lower troposphere to the surface establishes a partial LWIR 
exchange energy with the upward LWIR flux emitted by the surface. When the surface and sur-
face air layer are at similar temperatures, within the main tropospheric absorption emission bands, 
IR photons are exchanged without any significant transfer of thermal energy. The net LWIR cool-
ing flux (upward minus downward LWIR flux) at the surface is limited to the emission into the 
LWIR atmospheric transmission window. This net LWIR flux is insufficient to dissipate the ab-
sorbed solar insolation. The surface warms up so that the excess solar heat is removed by moist 
convection. This drives the tropospheric heat engine. The net cooling flux changes with temper-
ature, humidity and cloud cover. In particular, clouds are close to blackbody emitters. The down-
ward LWIR flux from the cloud base ‘fills in’ the atmospheric LWIR transmission window. This 
is illustrated in Fig. 23. When the surface is warmer than the air layer above, the excess upward 
LWIR flux emitted by the surface outside of the LWIR transmission window is absorbed in the 
lower troposphere and can increase the convection, Clark and Rörsch (2023). The ocean-air and 
the land-air interfaces have different energy transfer properties and have to be analyzed sepa-
rately. 

 

4.3 The Effect of an Increase in Atmospheric CO2 Concentration on Ocean Surface Tem-
peratures 

Over the oceans, the surface is almost transparent to the solar flux. Approximately half is absorbed 
within the first meter layer and 90% is absorbed within the upper 10 m layer. The diurnal temper-
ature rise is small and the bulk ocean temperature increases until the water vapor pressure is 

Figure 23: The surface exchange energy for surface and air temperatures of 288 K. a) Blackbody 
surface emission and downward LWIR flux for a relative humidity of 70% and CO2 concentration of 
400 ppm. The H2O and CO2 bands are indicated. b) Same as a) with the downward emission for 20% 
RH and for altostratus cloud cover with a 2.5 km cloud base added. MODTRAN calculations, 100 to 
1500 cm-1 spectral range, 2 cm-1 spectral resolution, MODTRAN, (2024). 
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sufficient for the excess solar heat to be removed by wind driven evaporation. During the summer, 
at latitudes outside of the tropics, the solar heating exceeds the surface cooling. The lower sub-
surface layers are not coupled to the surface by convective mixing and a stable thermal gradient 
is established. During the winter, the surface cooling exceeds the solar heating and the surface 
temperatures cool and establish a uniform temperature layer down to 100 m or lower depths. The 
monthly temperature profiles for 2018 from 2.5 to 200 m depth for a 5° x 1° strip (longitude x 
latitude) centered at 30° N, 20° W in the N. Atlantic Ocean are shown in Fig. 24, Clark and Rörsch 
(2023). The data are from the Argo Marine Atlas (2021). In summer, the ocean surface layers to 
a depth of 30 m reach a temperature of 24 °C. In winter the temperatures decrease to 19 °C to a 
depth of 100 m. The surface temperature phase shift or time delay between the peak solar flux 
and the peak ocean temperatures response is approximately 10 weeks. At 60 m depth it is 18 
weeks. The phase shifts or time delays are clear evidence of a non-equilibrium thermal response, 
Clark (2023). At higher latitudes, the ocean temperature profiles follow a similar pattern to that 
shown in Fig. 24, with lower temperatures. The amount of heat stored and released over a year 
may easily reach 1000 MJ m-2 for a 1 m2 water column extending down to 100 m depth. There is 
no requirement for an exact flux balance between the solar heating and surface cooling of the 
oceans.   

 

Long term (1958-2006) zonal latitude band averages of the air and surface temperatures, the latent 
heat and sensible heat flux, the wind speed and the absolute humidity are shown in Figs. 25a 
through 25f, adapted from Yu et al (2008). The penetration depth of the LWIR flux into the ocean 
surface is less than 100 micron (0.004 inches), Hale and Querry (1973).  This is illustrated in 
Figure 26.  The net LWIR cooling flux removes heat from this surface layer. The wind driven 
evaporation or latent heat flux is the removal of water molecules from the surface. The sensible 
heat flux is the transfer of thermal energy from the water surface to the air layer above.  The cooler 
water produced by these three processes is mixed within a thin surface layer and then sinks. It is 
replaced by warmer water from below.  This allows the evaporation to continue at night.  The 
surface cooling processes are illustrated schematically in Fig. 27.  There is a surface or skin layer 
that is cooler than the bulk ocean underneath.  This establishes a thermal gradient close to the 
surface that enables the heat removed by the surface cooling to be replaced by thermal conduction 
from the warmer water layer below.  The cooler skin layer has to be included in the determination 
of ocean surface temperatures using remote sensing techniques, Donlon et al (2002), Gentemann 
et al (2004).   

Figure 24: Monthly ocean temperatures at 30° N, 20° W and 2.5 to 200 m depth from 2018 Argo float 
data. 
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Figure 25: Long term latitude band averages of air and surface temperatures, latent heat flux, sensi-
ble heat flux, wind speed and absolute humidity. Annual averages and the values for July and January 
are shown. Adapted from Yu et al (2008). 



Clark: Nobel Prize for Climate Model Errors 

Science of Climate Change https://scienceofclimatechange.org 

 31 

 

 

Ocean energy transfer involves the interaction between two very different thermal reservoirs. 
There is a large solar heated reservoir that may extend to over 100 m in depth. However, the initial 
cooling is limited to a thin surface reservoir that is less than 1 mm thick. Heat is also transported 
by ocean currents within the ocean gyre circulation (see Fig. 51). There are short term fluctuations 
in the LWIR flux and latent heat flux that do not produce a significant change in surface temper-
ature. In signal processing terms, this is noise. There are also longer term changes in the surface 
cooling that produce variations in ocean surface temperature over different time scales. Increases 
in winter wind speed at higher latitudes enhance both the sensible and latent heat fluxes. Changes 
in wind speed over periods of a few years lead to quasi-periodic variations in tropical ocean tem-
peratures including the El Niño Southern Oscillation (ENSO) and the Indian Ocean Dipole (IOD). 
There are also changes in wind speed over decadal time scales that are related to the AMO and 
the Pacific Decadal Oscillation (PDO). Ocean oscillations are considered in more detail in Sec-
tions 4.5 and 5.2.  

Figure 26: The penetration depth (99% absorption) of the LWIR flux into water a) below 3300 cm-1 
and b) 1200 to 200 cm-1. The locations of the main CO2 absorption bands and the overtones are 
indicated. 

Figure 27: Ocean cooling (schematic): heat is removed from the surface by wind driven evaporation 
(latent heat flux) and the sensible heat flux.  The net LWIR cooling flux removes heat from the first 
100 micron layer. The cooler water produced by these three processes is combined in the surface 
layer, sinks and cools the bulk ocean below. 
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Using the available hourly data for 2006 to 2024 from the TRITON buoy located at 170° W, 0° 
N (on the equator), the long term averages of the latent heat flux and the net LWIR flux are 105 
±39 W m-2 and 53 ±15 W m-2 (1σ standard deviation), TRITON (2024). There are large blocks of 
missing data. Approximately 40,400 hourly data points were recorded over 154,000 hours. This 
is a capture rate near 26%. These latent heat and LWIR fluxes give a combined surface cooling 
rate of 158 ±42 W m-2. The main source of fluctuations or noise in the LWIR flux is the change 
in the downward LWIR flux produced by variations in cloud cover (see Fig. 23). For the latent 
heat flux, it is changes in the wind speed. Fig. 28a shows the 10 minute average RH (%) recorded 
for the first 6 months of 2016. Fig. 28b shows the hourly average wind speed and Fig. 28c shows 
the hourly average net LWIR flux and latent heat flux for the same time period.  

The sensitivity of the latent heat flux to the wind speed may be estimated using the long term 
zonal averages of the latent heat flux and the wind speed from Figs. 25c and 25e. This is shown 
in Fig. 29. Within the ±30° latitude bands this sensitivity is at least 15 W m-2 for a change in wind 
speed of 1 m s-1. Here, a 2 W m-2 decrease in net LWIR cooling flux is dissipated by an increase 
in wind speed near 13 m s-1. For comparison, the long term 1σ variation in wind speed along the 
equator, recorded by the TRITON buoy network is near 2 m s-1, Clark and Rörsch (2023).  

 

Figure 28: Short term average data recorded for the first six months of 2016 by the TRITON buoy at 
170° W, 0° N (equator): a) 10-minute average relative humidity, b) 1-hour average wind speed and 
c) 1-hour average latent heat and net LWIR fluxes. 
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The immediate cause of the ENSO is a change in the energy balance at the ocean surface between 
the solar heating and wind driven evaporation produced by a change in wind speed. The 2016 
ENSO peak was produced by a decrease in wind speed of approximately 2 m s-1 over a period of 
6 months. The corresponding decrease in latent heat flux was near 30 W m-2 and the temperature 
increase of 2.5 °C extended to a depth of at least 75 m. The related increase in ocean heat content 
was approximately 800 MJ m-2 for a 1 x 1 x 75 m water column. Over a six month period, the 
cumulative increase in downward LWIR flux to the surface produced by the increase in CO2 
concentration was near 0.26 MJ m-2. The change in ocean heat content was approximately 3000 
times larger than the cumulative increase in the downward LWIR flux from CO2 (see Section 5.2 
for further details). 

Over large areas of the oceans, the sensible heat flux is less than 10 W m-2. However, there is a 
significant increase in winter sensible heat flux at higher N. latitudes as shown in Fig. 25d. This 
is produced by an increase in winter wind speed as shown in Fig. 25e. The latent heat flux also 
increases. Part of the increase in winter cooling flux is produced by seasonal storms that increase 
the cold air flow from N. America across the warm water flow associated with the Gulf Stream. 
Within the area bounded by 30° to 42° N and 70° to 50° W, the long term (1947-2007) daily 
average sensible and latent heat fluxes are shown in Fig. 30, adapted from Shaman et al (2010). 
The summer to winter increases in the sensible and latent heat fluxes are 70 and 140 W m-2. 

 

The variation in the annual mean evaporation rate for the global ice free oceans from 1958 to 
2005 is shown in Fig. 31, adapted from Yu, (2007). There was an increase in evaporation rate of 
11 cm per year from 103 cm per year in 1977 to a peak of 114 cm per year in 2003. This is an 

Figure 29: The sensitivity of the ocean latent heat flux to the wind speed. Based on data from Yu et 
al (2008). 

Figure 30: Long term (1947-2007) daily average sensible heat flux (a) and latent heat flux (b) for the 
area bounded by 30° to 42° N and 70° to 50° W that includes part of the Gulf stream off the coast of 
N. America. 
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increase in average latent heat flux of approximately 8.5 W m-2. For reference, a latent heat flux 
of 2 W m-2 corresponds to an evaporation rate of 2.6 cm year-1. The increase in evaporation is 
attributed to an increase in winter wind speed in both hemispheres.  

 

The IPCC assumes that the surface responds to greenhouse gas radiative forcing with an increase 
in surface temperature that is amplified by a water vapor feedback, Knutti and Hegerl (2008). 
However, the quantitative details of the ocean surface energy transfer related to this process have 
not been considered. As shown above in Fig. 18b, the observed increase in the atmospheric CO2 
concentration of 140 ppm since 1800 has produced an increase in the downward LWIR flux to 
the surface of approximately 2 W m-2. This is coupled to the surface thermal reservoir where it 
reduces the net LWIR cooling flux. However, the increase of 2 W m-2 has occurred gradually over 
time. At present, the average annual increase in downward LWIR flux is approximately 0.034 W 
m-2 or 34 milliwatts m-2 per year.  

The net LWIR cooling flux, Qirnet, can be simplified for discussion purposes by using Stefan’s 
Law modified with a variable atmospheric spectral window:  

           Qirnet = σ(εTs
4 - Ta

4) + QwinRH - Qwincld   (2) 

Here, σ is Stefan’s constant, ε is the surface emissivity, Ts is the surface temperature, Ta is the 
surface air temperature (both in Kelvin), ΔQwinRH is the humidity dependent LWIR cooling flux 
and Qwincld is the downward LWIR flux from clouds (see Fig. 23b).  

The latent heat flux, Qlh, is given by: 

       Qlh = klat(PTws - RhPTwa)U    (3) 

Here, klat is an empirical constant, PTws is the saturated water vapor concentration at the surface 
temperature Ts, PTwa is the saturated water vapor concentration at the surface air temperature Ta, 
Rh is the relative humidity and U is the wind speed, Clark and Rörsch (2023).  

The increase in surface temperature needed to produce an increase in cooling flux of 2 W m-2 may 
be evaluated by combining equations (2) and (3). Setting ε = 0.95, QwinRH = 45 W m-2, Qwincld = 0, 
klat = 3, RH = 80%, U = 6 m s-1, with Ta = Ts -1, gives:  

   Qirnet + Qlh = σ(0.95*Ts
4 – (Ts-1)4) + 45 + klat(PTws – 0.8*PTwa)*6 (4) 

The water vapor pressure is calculated using a polynomial fit to the temperature. The increase in 
Ts is calculated using the ‘goal seek’ algorithm in Excel. The air temperature is not changed and 
only Ts is increased in the calculation. At 30 °C, (4) gives a value of 108 W m-2 for the latent heat 
flux. This is similar to the values of the latent heat flux at ±10° latitude in Fig. 25c. 

Fig. 32a shows the increase in temperature needed to increase the cooling flux by 2 W m-2 for 
ocean surface temperatures from 0 to 34 °C. The blue line shows the temperature rise needed to 

Figure 31: Average change in the global evaporation rate from 1958 to 2005. The corresponding 
changes in the average latent heat flux are also indicated. 
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increase just the LWIR surface emission by 2 W m-2 without any coupling to the latent heat flux. 
The orange line shows the temperature rise needed for the combined LWIR and latent heat flux. 
At a surface temperature of 0 °C, the increase is 0.45 °C for the LWIR flux and 0.19 °C for the 
combined flux. These values decrease to 0.33 °C and 0.06 °C at a surface temperature of 30 °C. 
Fig 32b shows the separate contributions of the LWIR and the latent heat fluxes to the 2 W m-2 
increase in cooling flux vs. ocean surface temperature. As the temperature increases from 0 to 30 
°C the latent heat fraction increases from 58% to 83%. 

 

This simple analysis indicates that the inclusion of the latent heat flux in the surface energy trans-
fer produces a negative feedback. This was discussed by Harde (2017; 2014) as evaporation feed-
back. Part of the increase in downward LWIR flux to the surface is converted to latent heat. The 
additional evaporation increases the surface humidity gradient. The water molecules removed 
from the surface are entrained in the air flow and removed as moist convection. There is no am-
plification of the surface temperature by an increase in water vapor concentration in the air layer 
above the surface. These effects are also small compared to both the short term and longer term 
variations in the surface cooling flux. The IPCC assumptions that a greenhouse gas radiative forc-
ing increases the surface temperature and that this is then amplified by a water vapor feedback 
require further evaluation.  

4.4 The Effect of an Increase in Atmospheric CO2 Concentration on Land Surface Tem-
peratures 

Over land, all of the flux terms are absorbed by a thin surface layer. The surface temperature 
initially increases after sunrise as the solar flux is absorbed. This establishes a thermal gradient 
with both the cooler air above and the subsurface ground layers below. The surface-air gradient 
drives the evapotranspiration (moist convection) and the subsurface gradient conducts heat below 
the surface during the first part of the day after sunrise. Later in the day, as the surface cools, the 
subsurface gradient reverses and the stored heat is returned to the surface. As the land and air 
temperatures equalize in the evening, the convection stops and the surface cools more slowly by 
net LWIR emission. This convection transition temperature is reset each day by the local weather 
system passing through. Almost all of the absorbed solar heat is dissipated within the same diurnal 
cycle. The heat transfer is localized. The diurnal temperature change is limited to a shallow depth, 
typically 0.5 to 2 m, and the seasonal temperature variations may extend to 5 m below the surface, 
Clark and Rörsch (2023). There are also characteristic phase shifts or time delays between the 
peak solar flux and the temperature response. This is not a recent discovery. The subsurface sea-
sonal phase shift was described by Fourier (1824). Further details are given by Clark (2023). The 
soil temperatures at depths from 0.5 to 80 cm and the 2 m air temperature recorded at a monitoring 
site at O’Neill, Neb., August 13, 1953 are shown in Fig. 33, Letteau and Davidson (1957). The 
surface temperature phase shift, δt, and the convection transition temperature are indicated. Below 

Figure 32: a) The increase in surface temperature needed to increase the LWIR flux (blue line) and 
the LWIR + latent heat flux (orange line) by 2 W m-2 as the surface temperature is increased from 0 
to 34 °C. b) The separate contributions of the latent heat flux and LWIR flux to the 2 W m-2 total 
cooling flux increase vs. increase in ocean surface temperature. 
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the surface, the temperature rise decreases and the phase shift increases with the depth. At the 
surface, the temperature rise is 22 °C. The surface air temperature increase at 1.5 m above the 
surface is 15 °C. There is almost no measurable diurnal phase shift below 50 cm depth. 

 

As shown above in Fig. 19c, almost all of the downward LWIR flux to the surface is emitted 
within the first 2 km layer of the troposphere and approximately half of this comes from within 
the first 100 m layer. Near the surface, both the relative and absolute humidity can change during 
the diurnal cycle. Figs. 34a and 34b show the relative and absolute humidity changes recorded at 
the O’Neill, Nebraska test site during the second observational period, August 13 to 14, 1953 
related to the temperature changes shown in Fig. 33. The RH decreased from approximately 65% 
at 06:30 to 35% at 16:30 and then increased to approximately 70% by 02:30 the following morn-
ing. The absolute humidity increased from about 14 mbar at 02:30 to 20 mbar at 12:30 and de-
creased back to near 15 mbar by 00:30 the following morning. This is caused by evaporation from 
the warm surface during the day. 

 

The fixed RH assumption also ignores the interactive coupling of the solar flux to the latent heat 
flux. Fig. 35 shows the total daytime and night time latent heat fluxes (MJ m-2 day-1) recorded 
during the year 2008 at the Grasslands Ameriflux monitoring site located in Limestone Regional 
Park near Irvine, S. California. Almost all of the latent heat flux is produced during the day as the 
sun warms the vegetation and the surface. The peak latent heat flux occurs in March as the vege-
tation dries out after the winter rains. A total daytime flux of 6 MJ m-2 day-1 corresponds to an 

Figure 33: 2 m air temperature and subsurface temperatures recorded at O’Neill, Nebraska, August 
13-14, 1953. 

Figure 34: a) Relative humidity, % and b) absolute humidity, mbar recorded at O’Neill, Nebraska, 
August 13 - 14, 1953. 
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evaporation rate of approximately 140 W m-2. In this region there is also a well-known transition 
from onshore to offshore flow. The onshore flow from the ocean brings lower temperatures and 
higher humidity. The offshore flow from the desert plateau produces higher temperatures and 
lower humidity. Fig. 36a shows the RH (%) and Fig. 36b shows the air temperature recorded over 
the year at half hour intervals. Some of the temperature spikes and low humidity related to the 
offshore flow are indicared by the dotted lines. Further details are provided by Clark and Rörsch 
(2023).  

 

 

As discussed above in relation to Fig. 18, the average annual increase in the downward LWIR 
CO2 flux from the lower troposphere to the surface is presently near 0.034 W m-2 yr-1. This can 
have no measurable effect on the humidity in the surface boundary layer. The assumption of a 
fixed RH distribution used by M&W is not valid near the surface. Part of the absorbed solar flux 

Figure 35: Total daytime and nighttime latent heat fluxes recorded at the Grasslands Ameriflux mon-
itoring site near Irvine, CA during 2008. 

Figure 36: a) Half hour RH (%) and b) air temperature (°C) data recorded at the Grasslands site 
during 2008. Some of the temperature spikes and low himidity periods related to offshore flow are 
indicated with the dotted lines. 
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can also be converted into latent heat flux. The diurnal and seasonal variations in the latent heat 
flux near the surface have been ignored. This contradicts the fixed RH distribution assumption 
used in MW67 that created the water vapor feedback.  

The various flux terms interact with the surface and change the temperature at the land-air inter-
face. However, the weather station temperature is the meteorological surface air temperature 
(MSAT) measured in a ventilated enclosure located at eye level, 1.5 to 2 m above the ground, 
Oke (2006). In general, the minimum MSAT and the minimum surface temperature are similar, 
but the maximum surface temperature is larger than the maximum MSAT, Clark and Rörsch 
(2023). The minimum and maximum temperatures are determined by different energy transfer 
processes. The minimum temperature is reset each day by the bulk surface air temperature of the 
local weather system passing through. The maximum surface temperature is set by the balance 
between the solar heating, the combined net LWIR flux and evapotranspiration (moist convec-
tion) and the subsurface thermal transport. The maximum MSAT is determined by the mixing of 
the warm air rising from the surface with the cooler air at the level of the MSAT thermometer. 
The important physical variables in the weather station temperature data are therefore the mini-
mum MSAT and the delta T or difference between the maximum and minimum MSAT. The 
average MSAT, (Tmax + Tmin)/2, has little useful meaning.  

Starting in the early 1980s, the traditional white painted wooden Stevenson screen weather station 
enclosure fitted with Six’s min/max thermometer was replaced by a smaller ‘beehive’ structure 
with an electronic thermometer, Quayle et al (1991). Since this has a faster response time, it is 
susceptible to short temperature transients that may bias the readings if the electronic signal is not 
averaged to simulate the thermal response time of six’s thermometer, Hansen (2024). This may 
contribute to an observed warming in the weather station record.  

To illustrate the normal variation in the MSAT record, the 1981 to 2010 thirty year daily climate 
averages for the O’Neill, Neb. weather station #256290 are shown in Fig. 37, WRCC (2022). The 
1σ standard deviations and the ΔT (Tmax - Tmin) values are also shown. There is a phase shift of 
approximately 30 days between the peak solar flux at summer solstice, day 172 and the peak 
seasonal temperature response. In addition, the ΔT values remain within the approximate range 
13.4 ±2 °C for the entire year while the temperature variation is ±10 °C. The 1σ temperature 
standard deviations increase from approximately 4 °C in summer to 8 °C in winter. 

 

A simple thermal engineering model of the surface and air temperatures recorded in 2008 at the 
Grasslands site was used to evaluate the effect of an increase in CO2 concentration on land tem-
peratures (Clark and Rörsch 2023; Clark, 2013a; 2013b). In this case, for a doubling of the CO2 

Figure 37: 1981-2010 daily climate averages for O’Neill, Neb., Station #256290. The 1σ standard 
deviations and the ΔT (Tmax -Tmin) are also shown. The seasonal phase shift, δt is indicated. 
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concentration from 280 to 560 ppm, the increase in MSAT was approximately 0.1 °C. This is too 
small to measure in the normal day to day variations in the convection transition temperature. In 
addition, the diurnal and seasonal phase shifts demonstrate that the surface thermal reservoir is 
not in thermal equilibrium, Clark (2023). 

4.5 The Coupling of Ocean Surface Temperatures to the Weather Station Record. 

Akasofu (2010) explained the global temperature record as a linear recovery from the LIA with 
multidecadal temperature oscillations superimposed as shown in Fig. 38. He used a wide range 
of proxy data in his analysis including ice core data, river freeze/breakup dates, sea level changes, 
sea ice changes, glacier changes, tree ring data and cosmic ray intensity data. He also proposed 
that the IPCC projections of climate warming attributed to greenhouse gas radiative forcings are 
an extrapolation of the latest warming phase of the multidecadal oscillation.   

 

When the climate temperature anomaly record, such as the HadCRUT4 data set is evaluated, the 
dominant term is found to be the AMO (HadCrut4, 2022; Morice et al, 2012). This is illustrated 
in Fig. 39a. The AMO is a long term quasi-periodic oscillation in the surface temperature of the 
N. Atlantic Ocean from 0° to 60° N, AMO (2022). Superimposed on the oscillation is a linear 
increase in temperature. This is the recovery from the LIA described by Akasofu (2010). The 
linear equation for the slope and the least squares fit to the oscillation are shown in Fig. 39a. 
Before 1970, the AMO and HadCRUT4 track quite closely. This includes both the long period 
oscillation and the short term fluctuations. There is an offset that starts near 1970 with HadCRUT4 
approximately 0.3 °C higher than the AMO. The short term fluctuations are still similar. The 
correlation coefficient between the two data sets is 0.8. The influence of the AMO extends over 
large areas of N. America, Western Europe and parts of Africa. The weather systems that form 
over the oceans and move overland couple the ocean surface temperature to the weather station 
data through the diurnal convection transition temperature, Clark and Rorsch (2023). The 

Figure 38: The linear temperature recovery from the LIA with multi-decadal oscillations superim-
posed. Adapted from Akasofu (2010). 
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contributions of the other ocean oscillations to the global temperature anomaly are smaller. The 
IOD and the PDO are dipoles that tend to cancel and the ENSO is limited to a relatively small 
area of the tropical Pacific Ocean. However, small surface temperature variations in the tropical 
oceans have a major impact on ocean evaporation and rainfall. Fig. 39b shows a tree ring con-
struction of the AMO from 1567 (Gray et al, 2004a; 2004b). The modern instrument record is 
also indicated in green.  

 

 

There is still an additional part of the recent HadCRUT4 warming that is not included in the AMO 
signal. This may be explained as a combination of three factors. First there are urban heat islands 
related to population growth that were not part of the earlier record. Second, the mix of urban and 
rural weather stations used to create the global record has changed. Third, there are so called 
‘homogenization’ adjustments that have been made to the raw temperature data. These include 
the ‘infilling’ of missing data and adjustments to correct for ‘bias’ related to changes in weather 
station location and instrumentation. It has been estimated that half of the warming in the global 
record has been created by such adjustments. This has been considered in more detail for example 
by Andrews (2001a; 2017b; and 2017c), D’Aleo and Watts (2010), Berger and Sherrington (2022) 
and O’Neill et al (2022). The effect of the changes to the urban/rural weather station mix, adapted 
from D’Aleo and Watts (2010) is shown in Fig. 40.  

 

The role of the AMO in setting the surface air temperature has been misunderstood or ignored for 
a long time. The first person to claim a measurable warming from an increase in CO2 concentra-
tion was Callendar (1938). The warming that he observed was from the 1910 to 1940 warming 

Figure 39: a) Plots of the HadCRUT4 and AMO temperature anomalies overlapped to show the sim-
ilarities. Both the long term 60 year oscillation and the shorter term ‘fingerprint’ details can be seen 
in both plots. The role of ‘adjustments’ in the 0.3 °C offset since 1970 requires further investigation. 
b) Tree ring reconstruction of the AMO from 1567.  

Figure 40: a) Changes in the number of stations used in the global average from 1950 to 2000 and 
the average temperatures. b) Changes in the number of stations by category from 1950 to 2000. 
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phase of the AMO and not from CO2. During the 1970s there was a global cooling scare that was 
based on the cooling phase of the AMO from 1940 to 1970 (McFarlane, 2018; Peterson et al, 
2008; Bryson and Dittberner, 1976). In H81, Hansen et al overlooked the 1940 AMO peak in their 
analysis of the effects of CO2 on the weather station record (see Fig. 10e). Similarly, Jones et al 
overlooked the 1940 AMO peak when they started to ramp up the modern global warming claims 
(Jones et al, 1986; 1988). The IPCC also ignored the AMO peak in its First Assessment Report 
(FAR WG1 fig. 11 SPM p. 29, IPCC 1990) and it has continued to ignore it as shown in the recent 
Sixth Assessment Report (AR6 WG1 TS CS Box 1 fig. 1c p. 61, IPCC 2021). This is illustrated 
in Fig. 41. The AMO and the periods of record used are shown in Figure 41a. The temperature 
records used by Callendar, Douglas, Jones et al, Hansen et al and IPCC 1990 and 2021 are shown 
in Figs. 41b through 41g. The increase in atmospheric CO2 concentration is also shown in Figs. 
41d through 41g (Keeling, 2023).  

 

The large scale climate models are simply tuned to match the global mean temperature anomaly. 
There are two different ways that the climate sensitivity is determined. First, the CO2 concentra-
tion is simply doubled and the model is run to equilibrium or steady state. This is called the equi-
librium climate sensitivity (ECS). Second, the CO2 concentration is increased gradually, usually 

Figure 41: a) AMO anomaly and HadCRUT4 global temperature anomaly, aligned from 1860 to 
1970, b) temperature anomaly for N. temperate stations from Callendar (1938), c) global cooling 
from Douglas (1975), d) global temperature anomaly from Jones et al, (1986) e) global temperature 
anomaly from Hansen et al, (1981), f) and g) global temperature anomalies from IPCC (1990) and 
IPCC (2021). The changes in CO2 concentration (Keeling curve) are also shown in d) through g). 
The periods of record for the weather station data are also indicated in a). 



Clark: Nobel Prize for Climate Model Errors 

Science of Climate Change https://scienceofclimatechange.org 

 42 

by 1% per year. The temperature change at the CO2 doubling point is called the transient climate 
response (TCR).  

In order to validate the climate models, a similar exercise is applied in reverse to the measured 
global mean temperature record. This may be illustrated by considering the work of Otto et al, 
(2013). They defined the climate sensitivities as:  

           ECS = F2xΔT/(ΔF – ΔQ)    (5a) 

     TCR = F2xΔT/ΔF    (5b) 

Here, F2x is the radiative forcing produced a doubling of the atmospheric CO2 concentration, set 
in this case to 3.44 W m-2 for a doubling from ‘preindustrial levels’, 280 to 560 ppm, ΔF is the 
change in radiative forcing (W m-2), ΔT (°C) is the change in global mean temperature and ΔQ is 
the change in the earth system heat content, also given in W m-2. The change in temperature is 
taken from the HadCRUT4 global temperature anomaly and the radiative forcings are taken from 
the CMIP5/RCP4.5 model ensemble. The change in heat content is dominated by ocean heat up-
take. The decadal temperature and forcing estimates from data given by Otto et al are shown in 
Figs. 42a and 42b. The 1910 AMO cycle minimum and the 1940 maximum are indicated. As 
discussed above in Section 4.3, the increase in the downward LWIR flux related to the radiative 
forcing shown in Fig. 42b is coupled to the ocean surface layer and does not have any measurable 
effect on the bulk ocean temperature below. Using the data from Figs. 34a and 34b combined 
with estimates of ΔQ from various sources, Otto et al assume that their net radiative forcing esti-
mates are responsible for the observed heating effects and that the temperature response to the 
change in LWIR flux is linear. Plots of ΔT vs (ΔF-ΔQ) and ΔT vs ΔF are therefore presumed to 
be linear with a slope that changes with the value of ECS or TCR. The results generated by Otto 
et al are shown in Figs. 42c and 42d. Using the data for 2000 to 2010, they create an ECS of 2.0 
°C with a 5-95% confidence interval of 1.2 to 3.9 °C and a TCS of 1.3 °C with a confidence level 
of 0.9 to 2.0 °C.  

 

 

Figure 42: a) Decadal mean temperature estimates derived from the HadCRUT4 global mean tem-
perature series. b) Decadal mean forcing with standard errors from the CMIP5 /RCP4.5 ensemble. 
c) Estimates of ECS and d) estimates of TCR. Data from Otto et al (2013). 
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4.6 Air Compression: The Neglected Heat Source 

One of the more egregious applications of the equilibrium climate models has been the ‘attribu-
tion’ of ‘extreme’ natural weather events to increased CO2 levels in the atmosphere. This is dis-
cussed above in Section 3.5. At present, the annual average increase in the atmospheric concen-
tration of CO2 is near 2.4 ppm per year. The corresponding annual increase in downward LWIR 
flux from the lower troposphere to the surface is 0.034 W m-2. This can have no effect on such 
‘extreme’ weather events. One of the main climate modeling errors has been the neglect of the 
heating produced by air compression. As dry air descends to lower altitudes, the lapse rate is +9.8 
K km-1. There are two different energy transfer processes that have to be considered. The first is 
heating by downslope winds and the second is the heating produced by the downward flow of air 
circulating within a high pressure system. These processes can produce temperature changes of 
10 °C or more over a few days or less.  

Downslope winds are well known in many regions of the world and there are many different 
names for the same effect. In S. California they are Santa Ana Winds. In N. California they are 
diablo winds. In the Rocky Mountains they are chinook (‘snow eating’) winds. In the Alps they 
are Föhn winds. A good example of the effect of downslope winds on temperature was recorded 
at Havre, Montana, December 16 to 18, 1933, Math (1934). At this time the CO2 concentration 
was near 310 ppm. The thermograph trace is shown in Fig. 43a, adapted from Math (1934), fig.2. 
The temperature first rose by 27 °F (15 °C) in five minutes and increased by a total of 53 °F (29 
°C) in less than 2 days. The temperature then cooled by 41 °F (23 °C) in two hours. There is no 
connection between these downslope wind events and any increase in atmospheric CO2 concen-
tration. Once the necessary weather pattern is established, the hot, dry winds will dry out the 
vegetation very quickly and any ignition source will start the fire. In S. California, a high pressure 
system over the Great Basin produces an offshore flow that descends from the desert plateau. The 
winds may be increased by an adjacent low pressure region. Fig. 43b is a Terra Satellite image 
taken on Dec. 5, 2017, showing the fires in S. California, NASA (2017). The smoke is blown out 
to sea by the offshore winds. The Marshall fire in Boulder Colorado, December 30, 2021, that 
destroyed about 1000 houses was caused by strong downslope winds and an ignition source re-
lated to human activity. The fuel was dry grass and any residual moisture would have been re-
moved very quickly by the dry 100 mph winds, Mass (2022). 

 

A stationary or blocking high pressure system can produce significant warming over a period of 
several days, Clark and Rörsch (2023). None of this has any relationship to CO2. A high pressure 
dome formed over the Pacific Northwest in late June 2021. This produced record high tempera-
tures as shown in Fig. 44. As the high pressure system moved east, the temperature in Portland, 
Oregon dropped from 116 to 64 °F (47 to 18 °C) over the night of June 28 to 29, Watts (2021). 
Once a ‘blocking’ high pressure system pattern is established, it can persist for weeks or even 

Figure 43: a) Thermograph trace of a downslope wind (Chinook) event, Havre Montana, December 
1933, and b) Terra satellite image of the fires in S. California, taken Dec. 5, 2017. 
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months. Since these systems also block rainfall and remove soil moisture, additional heating is 
produced by the reduced latent heat flux at the surface. For example, there was nothing unusual 
about the 2003 European heat wave, Black et al (2004). Brush fires produced by ‘blocking’ high 
pressure systems are a normal part of the Australian climate, Foley (1947). Similarly, a high pres-
sure system regularly forms over the area near Verkhoyansk, Siberia. This produces very high 
summer temperatures and very low winter temperatures (Autio, 2020; Watts, 2020).  

 

4.7 The Dependence of the Atmospheric CO2 Concentration on Ocean and Surface Tem-
peratures 

The analysis of the time dependent energy transfer processes that determine the surface tempera-
ture presented above in Sections 4.1 to 4.6 shows that the observed increase in CO2 concentration 
of 140 ppm has not produced any measurable increase in surface temperature. Additional evi-
dence that variations in the atmospheric concentration of CO2 cannot cause climate change can 
be derived from the relationship between atmospheric CO2 concentration and surface and ocean 
temperatures and from isotope studies. First, the time delays between the temperature changes 
and the CO2 concentration response show that the temperature changes first and the CO2 concen-
tration then follows. Second, a large body of measurements contradict the ice core derived CO2 
concentrations. Third, a detailed analysis of the absorption and emission of CO2 indicates that 
only a small fraction of the observed increase in CO2 concentration can be attributed to anthropo-
genic causes. These areas will now be considered in turn.  

Fig. 45 shows the relationship between the annual temperature changes in the HadCRUT4 and 
HadCRUT5 temperature series and the annual change in the CO2 concentration measured at 
Mauna Loa from 1960 to 2004. The CO2 response (green) lags the temperature response (red and 
blue) by 9 months to a year (Humlum, 2024; Humlum et al, 2012). Fig. 46 shows the temperature 
and CO2 concentration data derived from the Vostok ice core. During the inception period (initial 
cooling) for each major glaciation, the decrease in CO2 concentration lags the temperature by 
several thousand years, data from Mearns (2017). This is interpreted as a delay in the absorption 
of the CO2 by the oceans as they cool. 

The CO2 concentration has been monitored at Mauna Loa using a non-dispersive IR technique 
since 1958, Keeling (2023). While this is now the preferred CO2 monitoring method, a large num-
ber of CO2 concentration measurements were made using conventional chemical analysis, some 
dating back to the early nineteenth century. A data set of these results has been compiled by Beck 
(2022). Fig. 47 shows the CO2 concentration recorded for the marine boundary layer from 1870 
to 1960 (adapted from Beck, fig. 25). The CO2 concentration generally stays between 300 and 
320 ppm from 1870 to 1930. There is a prominent CO2 peak between 1935 and 1945 that reaches 
380 ppm. The CO2 concentration then decreases to values near 320 ppm for 1960 in agreement 
with the early CO2 concentrations recorded at Mauna Loa. The blue crosses are the CO2 concen-
trations derived from the Law Dome ice core. They are consistently lower than the Beck data and 

Figure 44: Blocking high pressure system over the Pacific NW, late June 2021. As the high pressure 
system moved east, the temperature in Portland Oregon dropped by 29 °C from 47 to 18 °C overnight, 
June 28 to 29. 
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do not show the 1940 peak. The green stars are proxy CO2 concentrations derived from leaf sto-
mata data. Stomata are leaf pores used for gas exchange. The density of these pores is inversely 
proportional to the CO2 concentration. These stomata results agree with the Beck data.  

 

 

 

Figure 45: Annual changes in the HadCRUT4 and HadCRUT5 temperature series compared to the 
annual change in the CO2 concentration measured at Mauna Loa. The increase in CO2 concentration 
follows the temperature increase with a delay of 9 months to a year (Humlum, 2024). 

Figure 46: Temperature and CO2 concentration data from the Vostok ice core. During the inception 
periods there is a major time delay between the temperature decrease and the CO2 concentration 
response.  

Figure 47: CO2 concentration data measured in the marine boundary layer, 1870 to 1960 (red 
line), Law dome ice core data (blue crosses) and leaf stomata estimates (green stars), data from 
Beck (2022), figure 25. 
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Fig. 48 shows CO2 concentrations derived from leaf stomata data obtained from lake sediment 
analysis for the time interval between 8,700 and 6800 years BP compared to Taylor Dome ice 
core data, from Wagner et al (2002). The leaf stomata results show a larger and more variable 
CO2 concentration compared to the ice core data. The ice core data stays between 260 and 270 
ppm. The leaf stomata data varies between 270 and 325 ppm. These results show that the CO2 
concentrations derived from ice core measurements are lower than those from other measure-
ments. In addition, the time resolution is much coarser. In order for air bubbles to be trapped in 
the ice core, the snow deposited at the surface has to be compressed and converted to ice. The 
compressed snow is known as firn before it is fully converted to ice. During this compression 
process, physical and chemical changes occur that alter the CO2 concentration. The drilling pro-
cess may also alter the properties of the ice core. Measured ice core concentrations may be 30 to 
50% lower than the real values. This is discussed by Jaworowski (2007).  

 

The atmospheric concentration of CO2 as recorded for example by the Mauna Loa Observatory, 
is determined by the dynamic balance between the emission and absorption of CO2 at the earth’s 
surface, Salby and Harde (2022a). The decline in 14CO2 related to nuclear device testing that fol-
lowed the 1963 nuclear test ban has provided a means for investigating the absorption of CO2, 
Salby and Harde (2021a). The increase in atmospheric CO2 concentration related to increases in 
tropical surface temperatures was then investigated, Salby and Harde (2021b). This study showed 
that the increase in tropical temperature over land was a major source of the observed increase in 
atmospheric CO2 concentration. Further analysis was provided by Salby and Harde (2022b). This 
work demonstrated that the anthropogenic contribution to the observed increase in atmospheric 
CO2 concentration was small. This is shown in Fig. 49 (Salby and Harde, 2022a, fig. 1).  

A similar result was obtained by Koutsoyiannis (2024) using δ13C analysis of the atmospheric 
CO2 concentration from 1978, Keeling (2023) and the proxy record from 1520 to 1997, Böhm et 
al (2002).  An anthropogenic CO2 signal was not discernable in the 13C isotope record. 

 

Figure 48: CO2 concentration data from the Taylor Dome ice core compared to lake sediment 
leaf stomata index proxies for the period 8700 to 6800 BP. 
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5. Climate Change Over Time 

The earth’s climate has been sufficiently stable over a period of several billion years (1 bn = 109) 
to allow for the evolution of life into its present forms. However, the climate has always changed 
over a wide range of time scales. Stellar evolution has produced a 20% increase in the solar flux 
over the last 2.5 billion years. The current composition of the atmosphere was established by 
photosynthesis and reached today’s levels of approximately 78% nitrogen and 21% oxygen about 
500,000 years ago. The atmospheric concentration of CO2 has also varied from approximately 
7000 ppm to 200 ppm. Plate tectonics has altered the distribution of the continents and caused 
major changes in ocean circulation. The present continental boundaries were formed by the 
breakup of the supercontinent Pangaea that started approximately 175 million years ago. Major 
ocean changes since then include the formation of the Southern Ocean and the separation of the 
Pacific and Atlantic Oceans by the Isthmus of Panama, Zachos et al (2001). In the more recent 
geological past, planetary perturbations of the earth’s orbit known as Milankovitch cycles (2022) 
have produced a series of Ice Ages, each lasting approximately 100,000 years. Small changes in 
the solar energy reaching the earth related to the sunspot cycle that vary over periods of 100 to 
1000 years have produced the Minoan, Roman and Medieval warming periods and the Maunder 
Minimum or Little Ice Age, Clark and Rörsch, (2023).  

Approximately 71% of the earth’s surface is ocean. The ocean-air interface involves the interac-
tion of two fluids, air and water. The detailed description of these fluid interactions is complex 
and there is no simple mathematical solution, Lorenz (1963; 1973). There is no requirement for 
an exact flux balance between the solar heating and the surface cooling of the oceans. There are 
characteristic, quasi-periodic short and long term oscillations in ocean surface temperature with 
periods near 3 to 7 years and in the 15 to 25 year and 60 to 70 year ranges that have significant 
impacts on the earth’s climate. Short term oscillations include the ENSO and the IOD. Longer 
term oscillations include the PDO and the AMO. These provide a natural noise floor for climate 
temperatures. Changes in land use related to agriculture and the growth of urban areas have also 
changed local climates. These effects include irrigation and urban heat islands.  

A convenient description of the earth’s climate is the Köppen or similar zonal classification 
scheme which starts with five basic climate types that are further subdivided into zones based on 
precipitation and temperature. Such a classification using 31 zones updated from Kottek et al, 
(2006) is shown in Fig. 50, NOAA (2023). 

Figure 49: Measured (green) and calculated (purple) increase in CO2 concentration from 1959. The 
contributions from thermally induced CO2 emission (blue) and anthropogenic emission (magenta) 
are also shown. The calculated (purple) increase is almost hidden under the measured (green) line.  
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Our understanding of climate change over different time scales is relatively recent. The first evi-
dence for major climate change was the discovery of an Ice Age by Agassiz (1840) through ob-
servations of the glaciers in the Alps. The evidence for the Milankovitch cycles was established 
using deep drilled ocean sediment cores by Hays et al (1976). A more detailed history is provided 
by Imbrie and Imbrie (1979). The influence of ocean oscillations and ocean gyre circulation on 
climate was not established until the 1980s, Folland et al (1986). Any discussion of climate change 
requires careful consideration of all of the factors that influence temperature and precipitation 
over different time scales within a framework of climate zones. Climate is often defined quite 
narrowly as the long term trend in weather patterns. An averaging period of 30 years, updated at 
10 year intervals, is commonly used. However, short term climate changes such as those related 
to ocean oscillations cannot be explained using 30-year averages. 

5.1 The Transition from Weather to Climate 

The quasi-periodic ocean oscillations provide a natural noise floor for climate studies. As weather 
systems that form over the oceans move over land, information about the ocean surface tempera-
tures including seasonal phase shifts and ocean oscillations is coupled to the land based weather 
station data through changes to the convection transition temperature. The time scales associated 
with these oscillations therefore have to be included in climate analysis. The ocean gyre circula-
tion and the main ocean oscillations are shown in Fig. 51 (Clark and Rörsch, 2023).  

The ENSO and IOD vary over time scales in the 3 to 7 year range. While the temperature changes 
are relatively small, the related changes in evaporation and rainfall patterns are large because of 
the high tropical ocean temperatures. In addition, the maximum ocean surface temperature stays 
near 30 °C. It is the size and location of the Pacific equatorial warm pool that varies during the 
ENSO oscillations. The changes in area of the equatorial Pacific Ocean warm pool are illustrated 
in Figs. 52a and 52c for the ENSO peak in November 2015 and the minimum in December 2017, 
NRL (2021). The monthly ENSO index from 1979 to 2019 and the UAH global lower tropo-
spheric (tlt) temperature anomalies are shown in Fig. 52b, UAH (2022). The lower troposphere 
temperatures follow the ENSO with a delay of several months.  

 

Figure 50: A world map of the Koppen-Geiger climate classification 



Clark: Nobel Prize for Climate Model Errors 

Science of Climate Change https://scienceofclimatechange.org 

 49 

 

The immediate cause of the ENSO is a change in the energy balance at the ocean surface between 
the solar heating and wind driven evaporation produced by a change in wind speed. However, the 
changes in ocean temperature are not limited to the surface and may reach 50 to 100 m in depth. 
There is a well-established inverse relationship between the Southern Oscillation Index (SOI) and 
the ENSO. The SOI is a measure of the wind speed derived from the surface pressure difference 
between Tahiti and Darwin, Australia, SOI (2022). As shown above in Fig. 29, the sensitivity of 
the latent heat flux to the wind speed within the ±30° latitude bands is near 15 W m-2/m s-1. As 
the wind speed decreases, the latent heat flux decreases and the ocean water warms. In addition, 
the ENSO region is part of the Pacific equatorial current. As the wind speed decreases, the ocean 
current velocity also decreases. This increases the transit time across the Pacific Ocean so more 
solar heat is absorbed by a cell of ocean water as it moves with the equatorial current. The ESNO 
index and the SOI, scaled and inverted to match the ENSO are shown in Fig. 53. The 2016 ENSO 
peak was produced by a decrease in wind speed near 2 m s-1. The decrease in latent heat flux was 
approximately 30 W m-2 and the temperature change was 2.5 °C to a depth of at least 75 m. The 
change in ocean heat content to 75 m depth was approximately 800 MJ m-2. Over the 6 month 
period of the ENSO peak, the cumulative increase in downward LWIR flux from CO2 was 0.26 
MJ m-2. This is approximately 3000 times less than the change in heat content to 75 m depth 
produced by the ENSO peak, Clark and Rörsch, (2023). The detailed interactions that produce 
the ENSO oscillations are complex and include changes to the Walker circulation, Madden-Julian 
Oscillations and Rossby Waves, Schwendike et al (2021). Changes to the Walker circulation in 
the Pacific Ocean may also impact the Hadley/Walker circulation in the Atlantic and Indian 
Oceans.  

Figure 51: The ocean gyre circulation and the four main ocean oscillations (schematic). 
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Figure 52: Surface temperatures in the equatorial Pacific Ocean for November 1, 2015 and Decem-
ber 1, 2017 corresponding to a) high and c) low values of the ENSO index. The map inset indicates 
the Nino 3.4 region used to determine the ENSO index. The monthly ENSO index (scaled) and the 
UAH global lower tropospheric temperature anomaly (tlt) from satellite microwave measurements 
are shown in b). 

Figure 53: Monthly ENSO data series from 1870 plotted with the scaled SOI index from 1876. The 
SOI is multiplied by 0.086 and the sign is reversed to match the ENSO response. 
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The AMO and the PDO vary over longer time scales in the 60 to 70 year range (AMO, 2022; 
PDO, 2022). The AMO is discussed above in Section 4.5. The 1940 AMO peak is a prominent 
feature in the global mean temperature record that has been ignored in climate modeling studies 
(see Figures 14, 17e, 39 and 41). The PDO signal can be found in the weather station records for 
California and the AMO signal can be found in the UK weather station records. This is discussed 
in more detail by Clark and Rörsch (2023). The effect of wind speed on the ocean gyre circulation 
at high latitudes is the opposite of that near the equator. As the wind speed increases, the transit 
time decreases. There is less time for the ocean water to cool. An increase in wind speed therefore 
produces a warming or more accurately, a decrease in the rate of cooling along the polar leg of 
the N. Atlantic and N. Pacific Gyres. Most of this cooling occurs in winter as wind speeds increase 
and Arctic temperatures decrease (see Fig. 25). The influence of changes in solar activity on win-
ter cooling has been discussed by Vinos (2022) as the winter gatekeeper hypothesis. 

5.2 Climate Numbers and Number Series 

Starting with H81, the 1-D RC model with a slab ocean was tuned to generate a time series of 
temperatures that approximately matched the number series obtained by averaging the weather 
station data. This is illustrated above in Fig. 10f. This process was later extended to the larger 
climate GCMs and used in all of the IPCC Climate Assessment Reports as illustrated in Figs. 13 
and 14, Ramaswamy et al (2019). The weather station averages are now called global mean tem-
peratures or temperature anomalies. These are just number series. This averaging process has been 
discussed in detail by Essex et al (2007). Temperature is a measure of the thermal motion of the 
molecules in a thermal reservoir. In thermodynamic terms it is an intensive property of the system. 
The corresponding extensive property is the heat content or enthalpy of the system. The average 
temperature of two independent systems, such as the temperatures recorded at weather stations in 
New York and Los Angeles, has no physical meaning. The first step in the averaging process, the 
sum of the temperatures is not a temperature, it is simply a number. When the sum of the temper-
atures is divided by the number of data points, the average is still just a number. When the mean 
is subtracted to create a global mean temperature anomaly, this is still just a number.  

an average of temperature data sampled from a non-equilibrium field is not a tempera-
ture. Moreover, it hardly needs stating that the Earth does not have just one temperature. 
It is not in global thermodynamic equilibrium — neither within itself nor with its sur-
roundings. It is not even approximately so for the climatological questions asked of the 
temperature field. Even when viewed from space at such a distance that the Earth appears 
as a point source, the radiation from it deviates from a black body distribution and so 
has no one temperature. There is also no unique “temperature at the top of the atmos-
phere”. The temperature field of the Earth as a whole is not thermodynamically repre-
sentable by a single temperature. 

        Essex et al, page 2, 2007 

The global mean temperature anomaly is an area weighted average of the temperature anomalies 
derived from individual weather station measurements that have already been adjusted (homoge-
nized). The data points used to generate the global mean are not usually displayed and there is no 
discussion of the variance of the anomalies. The individual data points used to generate the global 
anomaly are shown in Fig. 54, adapted from Lindzen, (2024).  

Similarly, a simple conservation of energy argument is used to determine a planetary average 
LWIR cooling flux near 239 W m-2 emitted at TOA. This is then converted to an effective emis-
sion temperature near 255 K using the Stefan Boltzmann Law, Möller (1964). Neither the inten-
sity variation of the LWIR flux nor the spectral distribution are considered. Fig. 55a shows an IR 
image of the earth recorded March 18, 2011, using the CERES instrument on the NASA aqua 
satellite, CERES (2011). The intensity of the LWIR emission varies from approximately 150 to 
350 W m-2. The low intensity white areas near the center of the image are the LWIR emission 
from cloud tops. Climate stability only requires an approximate long term planetary energy bal-
ance between the absorbed solar flux and the outgoing longwave radiation (OLR). There is no 
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exact local energy balance. Almost all of any imbalance is accounted for by changes in ocean 
thermal storage. Fig. 55b shows the spectral distribution of the LWIR flux at TOA for three loca-
tions recorded using the Michelson interferometer (FTIR spectrometer) on the Nimbus 4 satellite. 
These demonstrate that the LWIR flux emitted at TOA does not have the spectral distribution of 
a blackbody radiator near 255 K, data from Hanel et al (1971). These spectra were available 10 
years before the publication H81.  

 

 

It is assumed that the fictitious effective emission temperature of 255 K would be the average 
temperature of a hypothetical earth without a ‘greenhouse effect’. This is compared to an equally 
fictitious average global temperature of 288 K. The temperature difference of 33 K is then called 
the greenhouse effect temperature. It is assumed that the 33 K temperature increase is produced 

Figure 54: The seasonal temperature anomalies of the individual weather stations used to generate 
the BEST global average temperature anomalies. (BEST breakpoint adjusted data, minimum 100 
years per station, ~ 3000 stations). 

Figure 55: a) CERES image of the LWIR emission to space from the earth, recorded March 18, 2011. 
b) The LWIR flux emitted at the top of the atmosphere (TOA) for selected geographic regions meas-
ured by the Michelson interferometer (FTIR spectrometer) on the Nimbus 4 satellite. A set of refence 
blackbody emission curves is included with the LWIR emission plots. The spectral distributions are 
clearly not that of a blackbody radiator at a temperature near 255 K. 
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by greenhouse gas absorption and emission in the atmosphere. This is based on the equilibrium 
climate assumption that a global average surface temperature is determined by the solar and 
LWIR flux balance.  

Instead of defining the greenhouse effect, G, as a temperature difference, Ramanathan and 
coworkers used the difference in LWIR flux between the blackbody radiation emitted by the sur-
face, E, and the outgoing longwave radiation (OLR) emitted at TOA, F, at the same location 
(Raval and Ramanathan, 1989, RR89; Ramanathan and Collins,1991). 

         G = E - F     (6) 

To minimize the changes in E related to the diurnal cycle, they only considered ocean tempera-
tures. Using ERBE satellite and ocean surface temperature data they found a global average for 
G of 179 W m-2. This was based on a surface emission, E of 421 W m-2 and an OLR of 242 W m-

2. They further divided G into a greenhouse gas ‘trapping’ of 146 W m-2 and a cloud ‘trapping’ of 
33 W m-2. The increase in G with temperature was approximately linear from 273 to 295 K with 
a rate of 3.3 W m-2 K-1. They assumed that G was the result of an ‘effective absorption’ along the 
vertical path between the surface and TOA. This oversimplifies the atmospheric energy transfer 
processes that determine the upward LWIR flux. In order to understand the simplifications intro-
duced by Ramanathan and coworkers it is necessary to consider atmospheric energy transfer in 
more detail.  

Three atmospheric profiles will now be considered based on MODTRAN calculations: 

1. Surface and surface air temperatures of 300 K, tropical atmosphere model, clear sky. 
2. Surface and surface air temperatures of 280 K, mid latitude summer atmosphere model, 

clear sky. 
3. Surface and surface air temperatures of 300 K, tropical atmosphere model, altostratus 

cloud layer, 2.6 km base, 3 km top. 

The spectral range is from 0 to 2200 cm-1 with a resolution of 2 cm-1. The molecular line structure 
is not resolved, MODTRAN (2024). The CO2 concentration is 420 ppm and the default water 
vapor profiles (water vapor scale =1) are used, adjusted for temperature offset using fixed relative 
humidity. The temperature, pressure, and water vapor concentration profiles at 300 and 280 K are 
shown in Figs. 56a, 56b and 56c.  

The data are from the MODTRAN output files. These examples are intended to illustrate the 
changes in the spectral distribution of the upward and downward LWIR flux with altitude. They 
are ‘snapshots’ of the atmospheric LWIR flux profile for the conditions specified. Both the 

Figure 56: a) temperature, b) pressure and c) water vapor pressure vs. altitude for the three atmos-
pheric profiles used in the MODTRAN analysis.  
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temperature and the humidity profiles can change significantly during the diurnal cycle, especially 
near the surface (see Figs. 33 and 34). Radiative transfer calculations at higher spectral and spatial 
resolutions or with different water vapor profiles will give different quantitative results.  

The spectral distribution of the total upward LWIR flux and the separate upward surface and 
atmospheric fluxes at selected altitudes through the atmosphere are shown in Fig. 57.  

 

Figure 57: The spectral distribution of the total upward LWIR flux and the separate upward surface 
and atmospheric fluxes at selected altitudes through the atmosphere. The main H2O and CO2 ab-

sorption-emission bands, the atmospheric transmission window and the stratospheric ozone absorp-
tion-emission are indicated. MODTRAN calculations, atmospheric profile 1, tropical model atmos-

phere, 300 K surface temperature, 0 to 2200 cm
-1

 at 2 cm
-1

 resolution (MODTRAN, 2024).  
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The spectral distributions of the total upward and downward fluxes at selected altitudes are shown 
in Fig. 58. These are for atmospheric profile 1. Fig. 57a shows the upward LWIR flux terms at 
100 meters (0.1 km) above the surface. Below 400 cm-1 and between 1400 and 1800 cm-1, all of 
the upward LWIR flux emitted by the surface has already been absorbed by water vapor (orange 
line). In addition, the CO2 band has absorbed at least 95% of the surface flux between 650 and 
690 cm-1. However, almost all the absorbed surface flux has been replaced by upward LWIR flux 
emitted from within the first 100 m air layer. The intensity of the total upward flux at 100 m is 
close to that of the surface emission. There is also a similar downward LWIR flux that is emitted 
from this layer to the surface. This process of absorption and emission continues through the 
troposphere. The total upward flux decreases with altitude. At 2 km, as shown in Fig. 57d, almost 
all of the surface flux below 700 cm-1 and between 1300 and 2200 cm-1 has been absorbed and 
replaced by atmospheric emission. Part of the upward atmospheric LWIR flux from below is also 
absorbed and replaced by local atmospheric LWIR emission at a lower temperature. Above 2 km, 
the change in the surface flux through the LWIR transmission window is small. As the tempera-
ture and water vapor pressure decrease with altitude, the absorption decreases and there is a grad-
ual transition from absorption-emission to a free photon flux. There is little change in the water 
band emission above 10 km. The upward LWIR flux emitted by CO2 continues to decrease up to 
an altitude of approximately 20 km. In the stratosphere, there is also an ozone absorption-emission 
feature near 1050 cm-1. 

Fig. 58a shows the upward surface emission, E, and the downward LWIR flux to the surface. 
These interact to establish the LWIR exchange energy (see Section 4.2 and Fig. 23). Within the 
spectral regions below 400 cm-1 and between 1400 and 1800 cm-1, the downward LWIR flux is 
emitted from within the first 100 m layer above the surface. As the temperature and water vapor 
concentration decrease with increasing altitude, the downward LWIR flux decreases and the spec-
tral profile changes. Because of increased molecular line broadening in the lower troposphere, 
almost all of the downward LWIR flux that reaches the surface originates from within the first 2 
km layer above the surface (see Fig. 19).  

When the surface temperature decreases, both the upward LWIR flux emitted by the surface and 
the atmospheric absorption-emission decrease. However, the net LWIR surface flux emitted into 
the LWIR transmission window increases. This is illustrated in Fig.59 that compares atmospheric 
profiles 1 and 2. Figs. 59a and 59b show the upward flux emitted by the surface and the downward 
LWIR flux to the surface emitted from the lower troposphere for surface temperatures of 300 and 
280 K. The LWIR transmission window flux increases from 81 to 105 W m-2. Figs. 59c and 59d 
show the upward fluxes emitted at the 100 m (0.1 km) level.  

At 300 K, the surface emission is 453.4 W m-2 in the 0 to 2200 cm-1 spectral region. The first 100 
m layer absorbs 255.8 W m-2 of this flux. It is replaced by 253.4 W m-2 of upward atmospheric 
emission from the air layer. The total upward emission at 100 m is 451 W m-2. The spectral dis-
tribution of the upward flux terms at 100 m is shown in Fig. 59c. At 280 K, the surface emission 
is 344.9 W m-2. Of this, 156.3 W m-2 is absorbed and replaced by 154.2 W m-2 of upward emission 
from the air layer. The total upward emission at 100 m is 342.8 W m-2. The spectral distribution 
of the upward flux at 100 m is shown in Fig. 59d. 

The absorption-emission process continues as the altitude increases and the spectral distributions 
change. For the 300 K surface temperature at 20 km, the total upward emission is 298.8 W m-2. 
The downward emission from above 20 km has decreased to 9.3 W m-2. For the 280 K surface 
temperature at 20 km, the total upward emission is 250 W m-2 and the downward emission is 7.6 
W m-2. The spectral distributions are shown in Figs. 59e and 59f.   

For the 300 K profile at 70 km, 386.1 W m-2 of the surface emission has been absorbed and 
replaced by a cumulative upward atmospheric emission of 232 W m-2. The total upward flux is 
299.3 W m-2. For the 280 K profile at 70 km, 277.7 W m-2 of the surface emission has been 
absorbed and replaced by a cumulative upward atmospheric emission of 157 W m-2. The total 
upward flux is 250.4 W m-2. The fraction of the surface flux removed by the absorption emission 
process is the normalized greenhouse effect, g, as defined by RR89. In the examples considered 
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here it is 0.34 for the 300 K atmospheric profile 1 and 0.27 for the 280 K atmospheric profile 2. 

 

Figure 58: The spectral distribution of the total upward and downward fluxes at selected altitudes. 
The main H2O and CO2 absorption-emission bands, the atmospheric LWIR transmission window and 

the stratospheric ozone absorption peak are indicated. MODTRAN calculations, atmospheric profile 

1, tropical atmosphere, 300 K surface temperature, 0 to 2200 cm
-1

 at 2 cm
-1

 resolution (MODTRAN, 
2024). 
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The total LWIR fluxes from 0 to 2200 cm-1 for the upward atmospheric, surface and total LWIR 
emission at selected altitudes for surface temperatures of 300 and 280 K are shown in Fig. 60a. 
The total upward and downward LWIR fluxes at selected altitudes are shown in Fig. 60b. The 
differences between the surface emission at 300 and 280 K and the total upward fluxes at selected 
altitudes are shown in Fig. 60c. This shows the change in G with increasing altitude. At 70 km, 
G300 = 151 W m-2 and G280 = 94.5 W m-2, are the greenhouse effect fluxes as defined by RR89. 

Figure 59: Comparison of the atmospheric profiles 1 and 2 at 300 and 280 K for the upward and 
downward flux at the surface (a and b), the upward fluxes at 0.1 k (c and d), the upward and down-
ward fluxes at 20 km (e and f) and the upward fluxes at 70 km (g and h). MODTRAN calculations, 

300 K, 0 to 2200 cm
-1

, 2 cm
-1

 resolution (MODTRAN, 2024). 
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This is a mathematical construct that only considers the upward LWIR flux. Such an approach 
creates a net heat gain (‘trapping’) in the troposphere. However, when the downward flux is in-
cluded, there is usually a net LWIR cooling at each level (see Fig. 21). This does not include NIR 
solar heating, latent heat release or local vertical motion of the air parcel.  

 

Fig. 61a shows the spectral distributions of the surface emission, E, and the OLR, F, at 300 and 
280 K. The surface emission increases by approximately 30% from 344.9 to 453.4 W m-2 as the 
temperature increases from 280 to 300 K. The contributions to the OLR at 300 and 280 K from 
the four spectral regions corresponding approximately to the H2O and CO2 bands and the 

Figure 60: Comparison of atmospheric profiles 1 and 2. a) Upward LWIR atmospheric, surface and 
total fluxes at selected altitudes for surface temperatures of 300 and 280 K. b) Total upward and 
downward fluxes for selected altitudes and surface temperatures of 300 and 280 K. c) Difference 
between the surface flux and total upward flux for selected altitudes and surface temperatures of 300 
and 280 K. The values at 70 km (TOA), G300 and G280 are the greenhouse fluxes defined by Raval 

and Ramanathan (1989).  
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transmission window are summarized in Fig. 61c. The main change in the OLR is the increase in 
emission through the atmospheric transmission window. The OLR related to water band emission 
below 500 cm-1 and above 1500 cm-1 is insensitive to the surface temperature, Koll and Cronin, 
(2018). As the temperature increases from 280 to 300 K, the water band emission to space shifts 
to a higher altitude, Clark (2013a). This is because the emission is determined by the local water 
vapor concentration. Above the saturation level, this in turn is determined by the local air temper-
ature. There is a broad emission band with a peak near 260 K (13 °C). In this MODTRAN exam-
ple, the 260 K level increases in altitude from 4 to 6.5 km as the surface temperature increases 
from 280 to 300 K.  

 

 

The spectral profiles of the greenhouse fluxes, G300 and G280, are shown in Fig. 61b. Here, the 
OLR spectra shown in Fig. 61a have been subtracted from surface emission. There is an increase 
in absorbed flux as the temperature increases. However, it is the downward LWIR flux to the 
surface that determines the surface exchange energy (see Section 4.2). Most of this downward 
flux is emitted by the air layer close to the surface (see Fig. 19). The greenhouse effect, G, as 
defined in RR89 is not a useful measure of the atmospheric energy transfer processes that deter-
mine the surface temperature. 

So far, this analysis has only considered clear sky conditions. A cloud layer contains water drop-
lets or ice crystals that are good blackbody absorbers and emitters in the LWIR spectral region. 
Such a layer absorbs all of the upward LWIR flux from below and emits blackbody radiation 
downward at the cloud base temperature. It also absorbs all of the downward LWIR flux from 
above and emits blackbody radiation upwards at the cloud top temperature. RR89 only considered 
the change in the upward LWIR flux. On average, clouds reduced the OLR by approximately 30 
W m-2. This was called a ‘cloud trapping’. The increase in downward LWIR flux to the surface 
through the atmospheric LWIR transmission window was ignored. Fig. 62 shows the effect add-
ing a cloud layer on the flux terms shown in Fig. 60 for atmospheric profile 3, the MODRAN 
tropical atmosphere model with a 300 K surface temperature. In this illustration, the MODTRAN 
altostratus cloud option with a base at 2.6 km and a top at 3 km is used. Fig. 62a shows the effect 

Figure 61: a) Spectral profiles of the surface and OLR emission at 300 and 280 K, b) spectral profiles 
of the greenhouse fluxes (surface-OLR) as defined in RR89 and c) approximate contributions of the 
H2O and CO2 bands and the transmission window to the OLR flux for the spectral regions indicated. 
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of this cloud layer on the upward flux terms. The altostratus layer is indicated by the gray bar. 
The upward surface flux is absorbed and is zero above the cloud layer. This is indicated by the 
lower red circle. The upward flux emitted by the atmosphere is also absorbed, but is replaced by 
blackbody emission at the cloud top temperature of 284 K. This is indicated by the upper red 
circle. Above the cloud layer the atmospheric emission and total emission have the same values. 
Fig. 62b shows the effect of the altostratus layer on the total upward and downward flux terms. 
The total upward flux terms are the same as in Fig. 62a. The downward flux is absorbed by the 
cloud layer and replaced by downward LWIR emission from the cloud base at a temperature of 
286.4 K. In this MODTRAN example, the downward LWIR flux to the surface increases from 
372 to 434 W m-2, and the net LWIR emission into the LWIR transmission window decreases 
from 81 to 19.5 W m-2. The increase in downward flux from the cloud base may also mask at least 
part of any increase in downward flux produced by an increase in atmospheric CO2 concentration. 
Clouds may therefore change any possible water vapor feedback effects. Over the oceans, sea 
mist and water spray from breaking waves also contribute to the LWIR flux.  

 

 

The discussion of a greenhouse effect based on the temperature difference between an average 
surface temperature and an effective emission temperature at TOA (Hansen et al, 1981) or in 
terms of the related flux difference between the local surface emission and the OLR (Raval and 
Ramanathan, 1989) does not include all of the interactive energy transfer processes that determine 
the surface temperature. Radiative transfer through the atmosphere involves the absorption and 
emission of both the upward and downward LWIR fluxes by the local air parcel. In addition, the 
role of water in the energy transfer has been underestimated.  The water related processes include 
ocean solar absorption, evaporation, the release of latent during cloud formation, solar attenuation 

Figure 62: Atmospheric profile 3, the effect of a cloud layer on a) the upward flux terms and b) the 
total upward and downward flux terms. The cloud absorbs the upward and downward incident fluxes 
and replaces them with blackbody emission at the cloud base and cloud top temperatures. 
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by clouds, upward and downward LWIR emission by clouds and NIR solar absorption by the 
water vapor overtone bands.  Further details are given above in Section 4 and by Clark and Rörsch 
(2023). 

In addition to global averages of the earth’s temperature field, highly detailed satellite radiometer 
data are often averaged to give three climate numbers, an average absorbed solar flux, an average 
reflected flux or albedo and the average outgoing LWIR flux. The integrated and averaged flux 
terms are adjusted to give the desired imbalance required by the radiative forcings used in the 
climate models. Fig. 63 shows the zonal averages of the net flux (absorbed solar flux minus LWIR 
flux) for March, June, September and December, adapted from Kandel and Voilier, (2010). Near 
equinox, in March and September, the net flux within the ±30° latitude bands is positive with a 
net energy flow into the earth of up to 100 W m-2. There is net cooling at higher latitudes. In June, 
near summer solstice in the N. Hemisphere, the heating occurs in the N. Hemisphere and this 
reverses in December for the S. Hemisphere summer. The starting point for any realistic analysis 
of these flux terms is that the earth consists of two weakly coupled hemispheres with heating and 
cooling cycles that are out of phase with each other. There is no requirement for an exact flux 
balance. The dominant term in any imbalance is a change in ocean thermal storage. 

 

Conclusions 

Starting in the nineteenth century, the energy transfer processes that determine the surface tem-
perature were oversimplified using the equilibrium climate assumption. The time dependent flux 
terms were replaced by average values. Physical reality was abandoned in favor of mathematical 
simplicity. When the atmospheric CO2 concentration is increased, radiative transfer calculations 
show that there is a small decrease in the LWIR flux returned to space within the spectral emission 
bands of CO2. It is assumed that this perturbs the equilibrium climate and that the surface temper-
ature increases until the flux balance is restored. This approach was used by Arrhenius in 1896. 
It created surface warming as a mathematical simplification in his calculations. The idea that an 
increase in the atmospheric CO2 concentration could warm the earth became accepted scientific 
dogma. The concept was originally proposed as the cause of an Ice Age. Gradually this was trans-
formed to concern over warming effects from fossil fuel combustion.  

In 1967, Manabe and Wetherald used the Arrhenius model as the foundation for their 1-D RC 
model. They added a 9 or 18 layer radiative transfer calculation with a fixed relative humidity 

Figure 63: Zonal averages of the net flux (absorbed solar minus emitted LWIR flux), for 
March, June, September and December, five-year average CERES values. 
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(RH) distribution. This added a water vapor feedback that amplified the initial CO2 warming cre-
ated by the equilibrium assumption. When the CO2 concentration was increased from 300 to 600 
ppm in the MW67 model, the total warming was 2.9 °C for clear sky conditions. They went on to 
incorporate their MW67 modeling assumptions into every unit cell of the ‘highly simplified’ 
GCM described in MW75. This provided an invalid benchmark for the warming created in later 
GCMs. Manabe’s group never considered the errors associated with the equilibrium assumption 
and ignored the daily and seasonal variations in both temperature and RH found in the surface 
boundary layer. For a CO2 doubling, the small temperature increases calculated at each step in 
their time integration procedure does not accumulate in the real atmosphere.  

As funding was reduced at NASA after the end of the Apollo (moon landing) program, the group 
modeling planetary atmospheres shifted to climate studies. In H76 they simply copied the MW67 
model and used it to create warming artifacts for 10 minor species including CH4 and N2O. The 
basic equilibrium climate model was completed with H81. This added a slab ocean to MW67 and 
introduced the CO2 step doubling. The model was then tuned so that the calculated warming re-
sembled the global mean temperature record derived from the measured temperature record. This 
established the pseudoscientific concepts of radiative forcing, feedbacks and climate sensitivity 
that have been used by the IPCC since it was established in 1988.  

As computer technology improved, the climate models became more complex. Coupled atmos-
phere-ocean GCMs replaced the 1-D RC model, but the underlying equilibrium assumption was 
still there. Water vapor feedback still amplified the CO2 warming artifact created by Arrhenius. 
Starting with the Third IPCC Climate Assessment Report (TAR), 2001, the time series of radiative 
forcings used to simulate the global mean temperature record was split into ‘natural’ and ‘anthro-
pogenic’ forcings. The climate models were then rerun to create a separate ‘natural baseline’ and 
an ‘anthropogenic contribution’. A vague statistical argument using changes to the normal distri-
bution (‘bell’ or Gaussian curve) of temperature was then used to claim that the increase in tem-
perature caused by ‘anthropogenic’ forcings would cause an increase in the frequency and inten-
sity of ‘extreme weather events’. This provided the pseudoscientific justification for the political 
control of fossil fuel combustion that has led to the 1.5 or 2 °C limit in the Paris Climate Accord 
and the disastrous net zero policy of today. 

The scientific method is an interactive process of hypothesis based on available scientific evi-
dence. This was never used in mainstream climate science. The equilibrium climate assumption 
became accepted scientific dogma in the nineteenth century. Climate modeling has now degener-
ated past dogma into a quasi-religious cult. Irrational belief in climate model results has replaced 
logic and reason. Instead of changing the hypothesis to explain the data, the opposite has occurred. 
Climate data has been made to fit the pseudoscience of radiative forcing, feedbacks and climate 
sensitivity. The weather station data has been ‘adjusted’ using ‘homogenization’. Satellite radi-
ometer data has been reduced to the three numbers used to create the illusion of an equilibrium 
climate. The spectral distribution of the LWIR flux returned to space has been removed from the 
discussion of the effective emission temperature and the greenhouse effect temperature. The Char-
ney Report ignored the Milankovitch cycles that are the real cause of the Ice Age cycle. The role 
of ocean oscillations in climate change has been neglected. The paleoclimate record has been 
distorted to fit the climate model results. Tree ring data was unilaterally selected to reduce the 
temperature increase related to the medieval warming period and create the well-known hockey 
stick plot used in the Third IPCC Climate Assessment Report. The contribution of fossil fuel 
combustion to the observed 140 ppm increase in CO2 concentration has been greatly exaggerated. 
Electronic controls theory has been used incorrectly to describe climate feedback effects. How-
ever other concepts in electronics such as the phase shift and the signal to noise ratio have been 
conveniently overlooked.  

The basic requirement of a climate model is that it should accurately predict the climate observa-
tions it was configured to simulate. When climate models are examined in more detail and model 
outputs are compared to observations, it is found that that they have very poor predictive capabil-
ities. The limitations of the climate models associated with the CMIP3 and CMIP5 ensembles 
have been discussed in detail in Climate Change Reconsidered II: Physical Science, Idso et al 
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(2013). Since short term climate change is strongly influenced by ocean oscillations, this provides 
a good model test. Section 1.4.1 El Niño/Southern Oscillation concludes:  

Clearly there remain multiple problems in the ability of models to reliably simulate vari-
ous aspects of climate associated with ENSO events, casting further doubt on the overall 
ability of models to simulate the future climate of the planet in general.  

When the pseudoscience of radiative forcing, feedbacks and climate sensitivity is removed from 
the climate models, what is left? Are the underlying GCMs capable of predicting natural climate 
changes such as those related to ocean oscillations? Model performance so far indicates that an-
other approach is needed. 

The 2.9 °C clear sky increase in surface temperature produced by a doubling of the CO2 concen-
tration reported in Table 5 of MW67 was produced by two mathematical artifacts created using 
an oversimplified 1-D RC model. These errors were never corrected and provided the foundation 
for the massive climate modeling fraud we have today. The part of the 2021 Nobel Prize in Phys-
ics awarded to Manabe was for climate modeling simplifications or errors that created spurious 
warming when the atmospheric CO2 concentration was increased.  

Instead of an extended discussion over the magnitude of the climate sensitivity, there is a simple 
question that climate science should address: 

At present the average annual increase in atmospheric CO2 concentration is near 2.4 ppm per year. 
This produces an increase in the downward LWIR flux from the lower troposphere to the surface 
of approximately 0.034 W m-2 per year. How does this change the surface temperature of the 
earth?  

The correct answer is that any temperature changes are too small to measure. Nor can there be 
any effect on extreme weather events. 
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